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Abstract
Personalized Privacy: We study generalization for preserving privacy in publication of sensitive data. The existing methods focus on a universal approach that exerts the same amount of preservation for all persons, with-out catering for their concrete needs. The consequence is that we may be offering insufficient protection to a subset of people, while applying excessive privacy control to another subset. Motivated by this, we present a new generalization framework based on the concept of personalized anonymity.
Personalized recommendation has verified its use in improving the problem of information overload on the internet. Many users show that due to the concerns of personal privacy. Users disclose their personal information. Here, we propose to generate the group of fake preference profile. So as to cover up the user sensitive subjects, and thus protect user personal privacy in personalized recommendation. First, we present a client-based framework for user privacy protection, which requires not only no change to existing recommendation algorithms, but also no compromise to the recommendation accuracy. we introduce a privacy protection model, which formulates the two requirements that ideal fake preference profiles should satisfy: (1) the similarity of feature distribution, which measures the effectiveness of fake preference profiles to hide a genuine user preference profile; and (2) the exposure degree of sensitive subjects, which measures the effectiveness of fake preference profiles to cover up the sensitive subjects.

SYSTEM ANALYSIS

EXISTING SYSTEM

We used a client-based system framework that requires not only no change to the existing recommendation algorithms, but also no compromise to the accuracy of recommendation results. Finally, both theoretical analysis and experimental evaluation have demonstrated the effectiveness of our approach:

First, we present a client-based framework for user privacy protection, which requires not only no change to existing recommendation algorithms, but also no compromise to the recommendation accuracy. Second, based on the framework, we introduce a privacy protection model, which formulates the two requirements that ideal fake preference profiles should satisfy: (1) the similarity of feature distribution, which measures the effectiveness of fake preference profiles to hide a genuine user preference profile; and (2) the exposure degree of sensitive subjects, which measures the effectiveness of fake preference profiles to cover up the sensitive subjects.

PROPOSED SYSTEM

Finally, based on a subject repository of product classification, we present an implementation algorithm to well meet the privacy protection model. Both theoretical analysis and experimental evaluation demonstrate the effectiveness of our proposed approach.

In order to protect personal privacy in personalized recommendation, many approaches have been proposed, specifically including: data obfuscation, data transformation, anonymization etc. (1) the basic idea of data obfuscation techniques is to use fake or general data to obfuscate the data related to the sensitive preferences contained in users’ preference profile. This kind of techniques might lead to poor recommendation accuracy due to its change to user preference profiles. (2) In data transformation techniques, users’ personal data need to be transformed e.g., using noise addition or data perturbation before being used for personalized recommendation.

Algorithm:

Recommendation Algorithm

A recommendation engine (sometimes referred to as are commander system) is a tool that lets algorithm developers predict what a user may or may not like among a list of given items.
Modules
User:

1. User login to the System.

2. User is Trusted Client Side.

3. Users identify the product details and buy the product.

4. If fake user, product does not delivered

5. If original user, product delivered properly.

Admin

1. Admin store all the User details

2. Admin send User details to the Provider.

3. Admin is an Untrusted Server Side.

Provider

1. Provider post the product details

2. Recommend product to the Users.

3. If fake provider, send the fake product details

4. If original user, send the original product.

How to identify the fake user and original user?

 
Fake user identification:

Subjects, delivery date is too long.

Architecture:
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SYSTEM SPECIFICATION

HARDWARE REQUIREMENTS:

System

:   Pentium IV 2.4 GHz.

Hard Disk
 :   40 GB.

Floppy Drive
 :   1.44 Mb.

Monitor
           :   14’ Colour Monitor.

Mouse

 :   Optical Mouse.

Ram

 :   512 Mb.
SOFTWARE REQUIREMENTS:

Operating system 
          :   Windows 7 Ultimate.

Coding Language

:   JAVA
Front-End


:   Visual Studio 2012 Professional.
Data Base


:   SQL Server 2008.
CONCLUSION

In this paper, we proposed an approach for protecting personal privacy for users when using a personalized recommendation service, whose basic idea is to construct a group of fake preference profiles to cover up the sensitive subjects contained in a user preference profile, and in turn protect user personal privacy. We used a client-based system framework that requires not only no change to the existing recommendation algorithms, but also no compromise to the accuracy of recommendation results. Finally, both theoretical analysis and experimental evaluation have demonstrated the effectiveness of our approach: (1) it can generate a group of good-quality fake preference profiles, which not only have high feature distribution similarities with the genuine user preference profile (so as to hide the genuine profile), but also can be used to effectively reduce the risk of exposing the user sensitive subjects; and (2) it does not cause serious performance overheads on either running time or running memory. Therefore, we conclude that our approach can be used to effectively protect users’ personal privacy in personalized recommendation

