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Abstract—During past years, text extraction in document images 
has been widely studied in the general context of Document 
Image Analysis (DIA) and especially in the framework of layout 
analysis. Many existing techniques rely on complex processes 
based on preprocessing, image transforms or component/edges 
extraction and their analysis. At the same time, text extraction 
inside videos has received an increased interest and the use of 
corner or key points has been proven to be very effective. 
Because it is noteworthy to notice that very few studies were 
performed on the use of corner points for text extraction in 
document images, we propose in this paper to evaluate the 
possibilities associated with this kind of approach for DIA. To do 
that, we designed a very simple technique based on FAST key 
points. A first stage divide the image into blocks and the density 
of points inside each one is computed. The more dense ones are 
kept as text blocks. Then, connectivity of blocks is checked to 
group them and to obtain complete text blocks. This technique 
has been evaluated on different kind of images: different 
languages (Telugu, Arabic, French), handwritten as well as 
typewritten, skewed documents, images at different resolution 
and with different kind and amount of noises (deformations, ink 
dot, bleed through, acquisition (blur, resolution)), etc. Even with 
fixed parameters for all such kind of documents images, the 
precision and recall are close or higher to 90% which makes this 
basic method already effective. Consequently, even if the 
proposed approach does not propose a breakthrough from 
theoretical aspects, it highlights that accurate text extraction 
could be achieved without complex approach. Moreover, this 
approach could also be easily improved to be more precise, 
robust and useful for more complex layout analysis. 

Keywords—text extraction; corner points; FAST (Features from 
Accelerated Segment Test); multilingual documents; historical 
documents; handwritten documents.

I. INTRODUCTION

To be able to access and make the navigation inside the 
increased mass of digitized documents easier, text extraction 
is essential. Text segmentation is indeed part of the more 
complex process of layout analysis and it is an important 
preliminary step for processes such as skew detection and 
correction, line and word extraction, OCR, word spotting, etc. 
Indeed, many skew detection methods, line and word 
segmentation approaches and OCR systems are giving 
erroneous results in the presence of non-textual elements 
(graphical, etc.) along with text elements. This problem has 

been widely studied in the field of Document Image Analysis 
(DIA) and many approaches have been designed for 
contemporary documents (newspaper, books, administrative 
documents and letter, etc.) as well as for historical documents 
(handwritten documents, old books, etc.). As it will be shown 
in section 2, many approaches rely on more or less complex 
methods based on several image processing techniques like 
preprocessing (binarization, filtering, etc.), image 
transform/filters to get components, edges or pixel 
descriptions, analysis of these elements to decide whether it is 
text or not.  
   Recently, with the increased use of new media and 
technological devices, many systems are elaborated for 
recognizing text from news channels headlines, traffic signals 
instructions, camera or mobile videos, etc. In such systems, 
text is often merged inside images. To extract it, several 
approaches rely on corner points. The reason is that corner 
points were designed to be less sensitive to noise, variations of 
illumination, rotation, resolution, and so they are particularly 
adapted to images coming from videos. 
    Surprisingly, contrary to text extraction inside videos or 
natural scene images, corner points were not much studied for 
text extraction in document images. Reasons for that are 
probably because, from theoretical point of view, classical 
corner points in text images are not really meaningful. Indeed, 
since ink is based on black to white transitions, many points 
are often extracted and their position is not very robust: 
repeatability and position cannot be guaranteed especially on 
noisy and black and white documents (which is often the case 
in DIA since many processes starts with binarization).  
    Nevertheless, by this paper, we would like to show/remind 
that corner points could be of high interest for text extraction 
in document images. Note here, that this study is focused on 
extraction of text blocks as it was studied in previous ICDAR 
competitions [6],[8],[15] We are neither expecting 
segmentation of textual elements at pixel level, nor trying to 
recover reading order. In such scenario, relative positions of 
corner points and their repeatability is not needed itself and 
our study is showing that interesting results could be achieved 
even with a very simple and generic method that is contrasting 
with other complex approaches of the literature. We also think 
that improving the method could allow to perform more 
complex layout analysis task easily and efficiently. 
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The proposed approach relies on the same assumption as 
the one used for text extraction in videos or natural images: it 
is based on the observation that corner points are more densely 
spread over text regions, compared to other regions in the 
image. Here we simply extract key points detected by FAST 
method [10][11] and analyze their density inside blocks of 
fixed sized over the image to keep the more dense ones as text 
regions. For this, we have used only one threshold parameter 
that we kept fixed for all images whatever their content 
(handwritten, typewritten, script and language, font size, kind 
of document, etc.). Even with such simple approach, the 
results in terms of recall and precision on various kind of 
documents is very interesting and show its robustness to 
language, tilt and size of text, as well as illumination 
variations, degradations and resolution, thanks to corners 
properties. Finally, the computational complexity of this 
approach could be of interest in comparison with other 
methods based on connected components analysis for 
example. 
    In the remaining, section 2 provides an overview of existing 
text extraction methods from both videos/natural images and 
document images application domain. The complete 
description of the used technique is given in the section 3. 
Section 4 provides experimental results on various kind of 
images, some of them coming from classical benchmarks like 
Saint Gall and Tobacco-800 datasets.  

II. RELATED WORK

Text extraction from document images was studied for a 
long time. It is generally part of the more complex process of 
layout analysis. Sometimes authors are focusing on 
text/graphic separation1 and sometimes the focus is much 
more put on text extraction in text documents with no 
graphics: from line/word extraction to text segmentation at 
pixel level. Consequently, techniques used generally depend 
on the full flow and final objective, which could explain 
relative complexity of most of approaches. Several surveys 
were published on the topic such as [13][14][15]. Existing 
techniques for text extraction can be broadly considered into 
connected components analysis, edge-based, filter-based and 
texture-based approaches. 

Most frequent approaches are the one based on 
components analysis [21][22][23][6][7]. In [24], authors have 
used an hybrid approach with connected components analysis 
as well as edges. In [25], connected components analysis was 
used as well as several transforms (curvelets and undecimated 
wavelets). 

For filter-based approaches, we can refer to [2] in which 
authors have proposed techniques using Gabor filters and log 
Polar wavelets transform for text extraction. [5][19] have also 
used Gabor filter for text extraction. [16][18] based their 
method on digital filter using Haar wavelet. Zaravi et al. [17], 
in their case, used discrete wavelets transform and dynamic 

                                                          
1 Note here that this text/graphic separation task in graphical documents where 
text components are touching graphical elements is a specific case which is 
out of the scope of this study.

thresholding to extract regions of interest. In [20], authors 
have used Kalman filter for handwritten text line extraction in 
low resolution images. 

Edge-based methods were mainly used for color images or 
camera captured images [26][27][28][29] but not only 
[30][31]. Some were also used as well with connected 
components analysis [32]. 

Finally, other methods are based on pixel classification: 
with clustering [37]; after a characterization at pixel level by 
textures [33][34]; using Markov Random Field [35]; or 
statistical methods [36]. In [8], authors have used inpainting. 

By this literature review, we can see that very few methods 
are based on corner points, even very recently in ICDAR 
competitions [6][12].  Exceptions are [1] in which authors 
have used corner points obtained with Harris method to 
extract text regions but it was tested only on Chinese script. 
This method also relies on many threshold values to classify 
text, image and background or noisy regions. [2] is also 
another example in which corner points are characterized by 
Gabor filters. 

On the other side, many approaches have been studied to 
extract text from scene images or document images captured 
by mobile or camera. Among them preliminary ones were 
based on same techniques as for classical DIA [38] . But 
recently, the use of corner points has received more attention 
[1][3][4][9]. 

III. A SIMPLE APPROACH BASED ON CORNER DETECTORS

As explained previously, the goal of this study was not to 
propose a breakthrough from theoretical aspects. In fact we 
have just designed here a simple approach based on key points 
to extract and localize text blocks. The output of proposed 
approach could be further refined and processed for a 
complete layout analysis at text level, but existing approaches 
could do that efficiently on the resulting text blocks. We also 
think that corners could be used further for these tasks 
(paragraph extraction, line segmentation especially), instead of 
using another technology, but this is outside the scope of this 
study. 

     In fact, the proposed approach uses the density and 
distribution of corner points inside windows, to accurately 
decide whether it is text or not (we have combined zoning 
technique with corners extraction to improve accuracy). 

Flowchart in Fig. 1 explains the different steps of the 
system. These steps are detailed below:

Step 1] Smoothing of input image by Gaussian filter: 

 ,    (1)

where  is the standard deviation of Gaussian filter, and x, y 
are coordinates of pixels inside the image. 
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Step 2] Determine corner points by FAST 
technique [10][11]. In FAST algorithm, a pix
to be a keypoint depending on its intensity I
its 16 neighbor’s: if the intensities of a minim
out of the 16 surrounding ones are either ab
specified threshold, then it is a key point
decided by E Rosten and Drummond was 2
have taken the same threshold. 

Step 3] Divide the image in 32*32 blocks (n
and calculate the number of corner points insid

Step 4] From the block which has the maxi
corner points (Nmax), define a threshold
threshold used) as 0.2*Nmax. This threshold 
value and hence it works even if resolution 
changes. We have taken 20% of the maximu
threshold from experimental evaluation 
different images than the one used for evaluati

Step 5] Blocks having more number of corne
threshold may belong to text regions, and blo
belong to other regions (image, background, n

Step 6] After detecting text blocks in previou
for connectivity of these blocks (8-connectiv
regions. 

Figure 1. Flowchart of the corner-based text extractor.

IV. EXPERIMENTAL EVALUATIO

We have tested our system on many k
images, with different scripts, resolutions, orie
printed and handwritten, etc. Examples of res
following figures in which red blocks corres
text blocks and blue blocks (when shown)
considered by the approach as text. Fo
illustrates some samples results. 

Fig. 2 shows the ability to work on h
whatever the orientation.  

corner detection 
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ollowing figures 

handwritten text 

Fig. 3 is showing results on ima
We can see that the precision (b
better when resolution is higher. Ne
still working well at low resolutions

a)   

c)   
Figure 2.  Examples of text blocks extracted
document at 96 dpi; b) 30° skewed image 
from BVMM2 at 300 dpi (left original; right 

a)  
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b) 
Figure 3. Impact of resolution; a) Image from BVH3 book
from Tobacco-800 dataset (reduced at 72 dpi). 

We have also tested our system on t
languages. Fig. 4 shows as example text ex
image having both Telugu and Arabic text. 

Figure 4. Text extracted on mixed scripts (96 dpi).  

Finally, Fig. 5, also on handwriting, is sho
to handle noise and illumination problems (s
inside black ink area at bottom right). 

Figure 5. Results on noisy document image from
handwritten (300 dpi). 

We have also evaluated our engine on han
Washington letters and HDLAC2011 datas

3 BVH (Bibliothèques Virtuelles Humanistes) / CESR (Ce
Supérieur de la Renaissance): http://www.bvh.univ-tours.

k (300 dpi); b) Image 

texts in various 
xtraction from an 
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see text detected 

m BVMM2 sparsely 

ndwritten George 
set. Handwritten 

entre d’Etude 
.fr

letters with different font sizes 
required image to be divided in 1
best accuracy. Figure 6 shows out
blocks. 

Figure 6: Text extraction results by
and 24 blocks 

           
Figure 7: Text extraction result

by dividing image in 16 blocks. 

Our engine also has drawbacks
on newspaper with dot images. 
number of corner points on imag
region with this technique gives low

To obtain a quantitative evalua
have calculated the accuracy in ter
of textual elements on several ima
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documents. The precision and reca
the results are given in Table 1 for d
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6*16 blocks for achieving 

tput with different sizes of 
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Recall TP
TP FN

=
+             (2) 

Precision TP
TP FP

=
+

TP= Number of red blocks correctly spotting text region
FN= Number of blue blocks containing text region
FP= Number of red blocks containing non-text region

In this table, we can see that even with a fixed window size 
and threshold T the results are not much decreased when 
resolution is going from 300 to 72 dpi. We can see also that 
most of the time, precision and recall are quite high (around 
95%) except for some cases where it decreases at 87%. This is 
showing the robustness of corner points for such kind of 
problems. This is also clear that by adapting a little bit the 
method we can easily increase the accuracy by modifying 
parameters and/or by doing some neighboring inspection. We 
can also see, on Fig. 2b), 3, and 5 that with little new rules text 
layout can be extracted by detecting lines, end of paragraphs 
and columns. Nevertheless, some problems are still remaining, 
especially for big fonts titles (Figure 5) for which few corners 
could be extracted and also for some documents where 
illustration are specific such as with arabesques and lot of 
details. 

V. CONCLUSION

In this paper, we have shown that using corner points on 
document images (whatever their resolution, language, level 
of degradation), it could be very simple to obtain an accurate 
text extractor at low cost and without bothering a lot about 
parameters (standards ones are working fine in nearly all 
cases). The method simply extract FAST keypoints in image 
and then, with a zoning approach, it keeps as text blocks the 
zones in which the density of corners is over 20% the more 
dense block in the image. Experimental results are showing 
that with such simple methods, precision and recall are over 
90% (most often around 95% in average). Table 1 delineates 
high precision and recall values for multilingual documents 
and noisy text documents. The technique fails for big size 
fonts as well as for some specific illustrations for which 
corners are responding too much. But at the same time, it is 
quite fast (and could be easily parallelized) and could be 
improved further, which could make it competitive with other 
state of art approaches while being less complex. Finally, this 
method seems also to be usable to extract more complex 
layouts such as paragraphs, and lines.  

TABLE I. PRECISION AND RECALL OF PROPOSED METHOD ON SEVERAL DATASETS.
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