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Abstract—Soft errors resulting from encoding video sequences
on unreliable hardware can create significant artifacts in de-
coded video sequences, contributing to extreme video quality
degradation. Modern systems are required to operate under
increasingly challenging constraints including smaller feature
sizes and lower operating voltage, increasing the likelihood of
soft errors in the video encoding hardware. These conditions are
of particular concern for energy limited, battery operated systems
since they may be required to operate in non-ideal environments
and/or continue operating with a practically depleted energy
source. The proposed parallel independent signature processing
design performs error detection and mitigation in video encoding
hardware, enabling a graceful degradation of quality when
encoding using unreliable hardware. The effects of soft errors
are minimized by preventing the error propagation normally
associated with errors in encoded video sequences. This allows
for the recovery of quality when errors are present in the video
encoding system. Conventional video encoding techniques are
designed to handle worst-case error rates by increasing gate
sizes and/or increasing the operating voltage of the system.
Such designs have error-rate limits and when these limits are
reached, the systems tend to fail catastrophically resulting in an
unrecoverable signal. The proposed design allows for single upset
events to translate to single, transient artifacts in a decoded video
sequence.

Index Terms—video coding, encoding, video signal processing,
adaptive signal processing, error analysis, error correction

I. INTRODUCTION

The goal of video encoding is to eliminate redundant
information within a video signal, keeping only the infor-
mation necessary to perform an acceptable reconstruction
of the signal, resulting in compression. A necessary side
effect of compression is increased error sensitivity. A single
bit error in an uncompressed video signal will have limited
effects, only changing the appearance of a single pixel. But
a similar, single bit error in an encoded video signal can
potentially induce errors in a very large number pixels of the
decoded video signal due to data interdependence. Traditional
efforts to protect encoded video signals focus on protecting
the channel between the video encoder and the decoder—
formerly the most probable source of error—while the encoder
and decoder hardware are designed for worst case scenarios.
However, continued device scaling and lower operating voltage
are making reliable hardware design an increasingly difficult
challenge [1], [2].
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Soft errors [3] in either the encoding or decoding hardware
can have a significant impact on the quality of the decoded
signal as the errors can have a direct effect on the encoded
signal. The design of most modern coder-decoders (CODECs)
place a much larger computational load on the video encoder
compared to the decoder, creating a need for faster processing
at the encoder. Demand for higher resolution and real-time
encoding further increases processing requirements for video
encoding hardware. This requires increased technology scaling
in the video encoder (but not necessarily for the decoder).
This demand for continued technology scaling creates an in-
creasing probability of soft errors in video encoding hardware
[4]. Additionally, errors can occur because of reduced noise
margins and excessive path delays incurred by low voltage
operation of the encoder, causing periodic upsets in the logic
values latched into the circuit flip flops [5], [6], [7], [8]. The
increasing likelihood of errors in video encoding hardware
necessitating design methods unreliable hardware

Prior work has concentrated on protecting either the en-
coded video signal or specific subsystems of the encoder
hardware. The encoder, as a whole, is still susceptible to
soft errors and thus, susceptible to extreme degradation of
encoded signal quality. The research presented provides a
design method for motion-compensated hybrid video encoders
(MCHVEs) capable of controlling the effects of soft errors in
the video encoder by identifying sources of propagating error
and altering encoding modes to prevent errors from propagat-
ing, making the visual artifacts of errors in the encoded signal
transient. All subsystems of the video encoder are accounted
for with the exception of the context-adaptive variable-length
coding (CAVLC) system. This system is outside the feedback
loop created by the video encoder and can be protected using
methods described in [9], [10]. This effectively allows for the
a graceful degradation of encoded video signal quality with
increasing soft error rates.

Throughout this paper, vector notation is used to represent
macroblock (MB) variables because the systems interacting
with the MBs are modeled as linear transforms (when possi-
ble). Variables representing vectors are indicated with bold,
upright, lowercase letters. When necessary, MBs may also
be referenced using 2-D matrix notation indicated by an
uppercase, bold variable. Additionally, video sequences are
assumed to be sampled using YV12. MB data is converted
from a three plane matrix form to a vector by raster ordering
the samples for each color plane.

The remainder of this paper is organized as follows. Prior
work in the realm of error resilient video encoding is reviewed
in Section II. An overview of motion-compensated hybrid
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CODECs is provided in Section III to provide a basis for
the proposed work. The proposed parallel independent sig-
nature processing (PISP) design is discussed in Section IV.
Experimental results are presented and discussed in Section
V. Finally, conclusions are drawn in Section VI and future
applications of PISP are hypothesized.

II. PRIOR WORK IN ERROR RESILIENT VIDEO ENCODING

Part of the work presented in the paper was previously
published in [11], though, the majority of the content is
novel. The general concept of using checksums to protect MB
information and the proposed error mitigation method exist in
the previous publication. All other content presented in this
paper including a) the vulnerable system analysis, b) the
signature generation method, c) parallel independent signature
processing methodology, and d) detailed results are wholly
novel.

Prior work in error resilient video encoding and decoding
can be grouped into two primary categories based on the
source of the errors being protected against: a) the channel
between the video encoder and decoder, and b) the video
encoding hardware for certain subsystems. The video decoding
hardware can more easily be designed to be reliable and is not
considered an important source of computational error.

A. Channel Protection

Channel protection for encoded video data uses specific
techniques for mitigating channel errors that go beyond stan-
dard forward error correction (FEC). In [12], a combination
of two effective priority-based FEC methods are used to
produce a higher quality signal than either method alone.
In addition to adding error resilience to the encoded signal,
[13] evaluates the implied impact on power and offers an
optimized solution. These methods are implemented solely in
the encoding hardware—the level of protection required for
the channel must be assumed by the encoder. Other research
has attempted to improve these assumptions by proposing the
addition of a feedback channel to communicate the condition
of the channel back to the encoder or communicating node
[14], [15], [16], [17]. These methods perform error detection
at the decoder and communicate the state of the decoder back
to the encoder using a feedback channel. This allows for the
amount of redundancy in the video signal to be dynamically
tuned to provide minimal protection to correctly decode the
transmitted signal. Various error resilient techniques have
also been incorporated into video coding standards. The ISO
MPEG-4 standard allowed for video packet resynchronization,
data partitioning, reversible variable-length codes (VLCs), and
header extension code [18]. These methods attempt to confine
and minimize the effects of the channel errors and are available
in most modern standards [19].

B. Encoding Hardware Protection

Prior work in mitigating errors induced by the video encod-
ing hardware has primarily concentrated on two subsystems of
the video encoder: the motion estimation (ME) system and the
VLC system.

Most of the processing performed by a MCHVE is typically
performed by the ME system. As a result, the problem of
ensuring error-free computation in this system has received
concentrated attention. In [20], [21], an error-tolerant ME
algorithm is used with potentially unreliable hardware to in-
crease the likelihood that good—though possibly not precise—
motion vectors are selected. Other work has performed a
hardware design analysis of the ME system in an effort
to identify devices that should be selectively hardened to
protect against soft errors [22]. Other work has intentionally
allowed errors to occur in the ME system by over-scaling the
voltage [23], [24] supply. Low resolution estimates (which are
computed correctly with the over-scaled voltage) are used to
detect computational errors in the ME system. The estimates
are used in place of incorrectly computed results when an error
is detected. Although an error in the ME system may produce
a non-optimal motion vector, the error may not impact the
quality of the decoded signal. Instead, ME errors are more
likely to affect the compression performance of the video
encoder.

Prior work in error resilient VLC systems has focused
specifically on CAVLC. CAVLC uses a varying VLC code
based on previously coded parts of the video signal, allowing
for additional compression. To provide error detection for the
CAVLC system, a correlation between selected quantization
parameter (QP) and VLC table selection can be utilized [10],
[9]. Error correction is performed by comparing potentially
incorrect values with redundant values.

Prior works targeting specific systems of video encoders are
successful in their defined scope, but they do not effectively
address the issue of making the video encoder, as a whole,
error resilient. When a video encoder is subjected to an
increasingly large number of errors, the effects of the errors
are not likely to be confined to a single system. The proposed
design aims to protect the entire video encoding process, up
to the VLC system.

III. VIDEO ENCODING OVERVIEW

The class of video encoders considered in this paper is the
motion-compensated hybrid video encoder (MCHVE). There
are many standards that fall into this class of CODEC, but
H.264 [25] will be used as a reference for experiments, due to
the standard being arguably one of the most widely accepted
and implemented standards at present. MCHVEs process each
frame (picture), sequentially, by dividing the frame into an
integer number of non-overlapping, contiguous blocks called
macroblocks (MBs). Each MB contains the same number of
samples (pixels) and each MB is encoded individually (but not
necessarily independently). The MBs, are processed in raster
order within each frame. The three primary stages of the video
encoder, a) prediction, b) transform, and c) reconstruction,
are shown in Fig. 1a. Each sampled MB, bs[n], is processed
by the prediction system, followed by the transform system
to produce the encoded MB, benc[n]. Each encoded MB is
transmitted to the decoder(s) along with instructions (v or a
from Fig. 1a) indicating modes of operation for decoding. Each
sampled MB is described in terms of a previously encoded
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Fig. 1. Conventional system design of a MCHVE (a) and MCHVD (b) with sampled MB input bs, encoded MB output benc, and decoded MB reference
b̂s. Shaded encoder subsystems mark vulnerabilities to decoder drift.

MB, b̂s[m]. The index used for each MB is associated with
the order in which the MBs are processed. In Fig. 1, the current
MB being encoded is indexed by n, and m represents the index
of a previously encoded MB. Therefore, m < n.

The MB decoding process, shown in 1b, performs an
inverse transform followed by the adding of a prediction of
type signaled by the encoder. The result is the reconstructed
MB, b̂s[n], which will differ slightly from the original MB,
bs[n], due to quantization noise introduced by the quantization
operation. The prediction system, transform system, and recon-
struction system are discussed in more detail in the following
subsections.

A. Prediction

The prediction system functions by evaluating a number
of prediction modes and selecting the mode that produces
the greatest compression ratio (or another desirable metric)
[26]. There are two primary types of modes for prediction:
intra prediction and inter prediction. As indicated in Fig.
1a, either intra prediction or inter prediction can be selected
and intra estimation (IE) or ME will be used to select the
best performing mode. In either case, previously encoded
MBs are used as a basis for describing the MB currently
being encoded. Inter prediction uses MBs encoded in previous
frames while intra prediction uses previously encoded MBs in
the current frame. After a prediction method has been selected,
the selection is signaled via a (intra prediction mode) or v
(inter prediction motion vector) to the motion compensation
(MC) or intra prediction (IP) system depending on which
prediction mode is being used. Either the MC or IP system
will create the prediction, bp, which will be subtracted from
the sampled MB to produce the residual MB, bt. This same
prediction will be added back after the residual MB has been
transformed and inverse transformed.

B. Transform

The transform system reduces the amount of redundant
information within each residual MB by transforming each
4 × 4 block within each MB using a 2-D discrete cosine
transform (DCT), followed by quantization (Q) as shown
in Fig. 1a. The resulting non-zero coefficients are finally
encoded using an entropy encoder, which has been omitted
for simplicity. When combined with the prediction mode (v
or a), the decoder has all necessary information to reconstruct
each MB.

After transforming and quantization, each MB is inverse
transformed with a 2-D inverse discrete cosine transform
(IDCT) to produce b̂t, a reconstruction of bt. Due to quanti-
zation and transform coefficient rounding, some quantization
error is added to the reconstructed signal, b̂t. The prediction
is finally added to the reconstructed, residual MB to produce
the final reconstructed MB, b̂s.

C. Reconstruction and Decoder Drift

Essential to proper operation of the encoder and decoder is
the state of the reference MBs, b̂s. If the decoder memory
differs from the encoder memory, an effect called decoder
drift occurs. For this reason, the exact MB reconstruction
performed on the decoder is also performed in the encoder
(along with quantization error), as indicated by the shaded
systems in Fig. 1a. If decoder drift occurs, artifacts caused by
memory differences can propagate from one MB to another. If
an erroneous MB is used to predict other MBs, the resulting,
encoded MBs may also be in error. Thus, errors can be
propagated from one MB to others.

Properly functioning encoders and decoders are designed
to prevent decoder drift. However, soft errors may allow a
decoder drift to occur. Specifically, errors occurring in any
of the shaded systems in Fig. 1a can cause a drift, allowing
errors to propagate. If an operation by a shaded system is
performed differently in the encoder than its partner system in
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Fig. 2. Ideal PISP theoretical overview with linear systems. Signature
processing produces a signature matching the output of MB processing.

the decoder, the values recorded in memories of the encoder
and decoder for an MB will be different. Any future prediction
made from this incoherent MB will create more unmatched
MBs. In this way, errors are propagated and the memory of
the decoder drifts away from the memory of the encoder. It is,
therefore, imperative to develop protection for all vulnerable
systems of the video encoder, especially when using unre-
liable hardware. Section IV describes the proposed method
for protecting the vulnerable encoding systems through error
detection and mitigation.

IV. PARALLEL INDEPENDENT SIGNATURE PROCESSING

The novel contribution of this paper is a video encoder
design methodology referred to as parallel independent sig-
nature processing (PISP). PISP is a method of performing
error detection and mitigation of error effects by creating a
compact signature for each sampled MB, and processing each
signature in parallel with the MB it was created from. Fig.
2 demonstrates this principle by generalizing a video encoder
as a series of systems (Ti) operating on the sampled MB,
bs, to yield the reconstructed MB, b̂s. The systems shown
in Fig. 2 can represent any system or collection of systems
from Fig. 1a. For instance, T1 might represent the prediction
system; T2 might represent the transform system (or perhaps
one of its subsystems); and finally, the reconstructed MB,
b̂s is produced. The signature for the sampled MB, ss, is
generated by the signature generating matrix, G. As the MB
is processed by the MB processing systems, Ti, the signature
is processed by analogous systems, Ui. The practicality of the
PISP design is subject to the selection of systems, Ui, such
that the following equation holds:

Gbi = si,∀i (1)

If the necessary signature processing systems exist under the
constraint in (1), an incorrectly computed result for any of the
MB processing systems will produce a final reconstructed MB
that does not match the corresponding, reconstructed signature.
Errors can, therefore, be detected by comparing Gb̂s to ŝs. If
the two results match, the MB and signature were processed
correctly with high probability. Otherwise, an incorrect result
was produced by one of the MB or signature processing
systems.

In general, the length of the signature for a given MB is
expected to be much smaller than the length of the MB vector.
Therefore, the generating matrix, G, reduces dimensionality,
making the generalized design in Fig. 2 impractical. To com-
pensate for this, a differential signature system, D, is intro-
duced in Fig. 3. A particular differential signature system, Di,
computes a differential signature vector, sdi , that represents the
difference between si and si−1. The computation is performed
as a function of the input to the corresponding MB processing
system, Ti. The differential signature is defined as

sdi
= si − si−1

= G(bi − bi−1) (mod 2l), (2)

however, the computation must be performed a priori, relative
to the MB processing system, Ti—the output of the system
cannot be observed directly. To enable this, each MB process-
ing system is modeled as linear transform (when possible),
which is indicated by the notation change in Fig. 3. This
assumption allows (2) to be redefined as

sdi
= Gbi −Gbi−1

= GTibi−1 −Gbi−1

= G(Ti − I)bi−1

= Dibi−1 (mod 2l), (3)

where l is the bit depth of the the pixels samples, and the
differential signature systems are defined as

Di = G(Ti − I). (4)

As indicated by Fig. 3, the previously defined signature
processing systems, Ui, are reduced to a summation with a
differential signature. The output of each system is defined as,

si = si−1 + sdi

= si−1 +Dibi−1 (mod 2l). (5)

If each MB processing system can be modeled as a linear
transform, independent signature processing can be realized
as shown in Fig. 3. Furthermore, once a generating matrix has
been selected, each differential signature system matrix can be
precomputed once, reducing the amount of overhead added by
the proposed design.

Not all systems of a video encoder are linear. These systems
cannot be incorporated into the proposed method in Fig. 3
directly. Instead, the nonlinear operations in these systems
(such as rounding in the quantization system) are modeled
using additive noise which can be directly measured and used
to adjust differential signatures. The use of this method is
detailed further in Section IV-C.

The signature generating matrix, G, can represent any linear
block code (LBC). The generated code word functions as
a signature for the data, so the length of the code should
be much smaller than the length of a MB vector. Code
parameters can be changed to provide more or less robust error
detection capability. To minimize computational overhead, the
generating matrix needs to be sparse. Additionally, modular
arithmetic is used to maintain a tight signature space and
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Fig. 3. Realizable PISP Overview. Differential systems, Di, are used to
provide missing information to signature processing system.

reduce computational overhead for signatures. The modulo is
2l, where l is the bit depth of the MB samples.

Although there are many generating matrices that will
satisfy the design constraints, for practical reasons, a pseudo-
random, sparse, binary generating matrix is used with the
design. Each element of the matrix is assigned a value of 1
or 0 with some preference to 0 while ensuring each column
of the matrix contains at least one non-zero value. The
use of binary values avoids expensive multiply operations
when computing signatures and when computing differential
signatures (explained later in this section).

MBs are typically represented as multiple matrices, each
representing a single color plane. However, in this paper, each
matrix is converted to a raster ordered vector of the matrix
elements. Each color plane is appended in order. The H.264
standard may use different prediction modes for different
planes. As a result, the matrix representing the linear transform
for an MB processing system is generally sparse. A general
MB processing system modeled as a linear transform will take
the form

Ti =

TiY 0 0
0 TiCb

0
0 0 TiCr

 , (6)

where each of the matrices along the diagonal performs a
linear transform on a single color plane indicated by subscript
(luma, blue chrominance, and red chrominance). Throughout
this paper, when a transform is described, only the primary
color plane will be addressed to avoid being overly verbose.
The same transform can easily be scaled and applied to other
color planes.

The application of the generalized PISP design to a con-
ventional MCHVE yields the design shown in Fig. 4. The
MB processing systems and signature processing systems
are analogous to the generalized counterparts in Fig. 2. The
development of the necessary differential systems for the
specific design is discussed in later sections. The predic-
tion and transform systems contain all processing elements
depicted in Fig. 1a. Signature processing is performed in
parallel with MB processing. As each MB is encoded, re-
constructed, and stored in memory, a corresponding signature
is generated, processed, and stored. Any time a stored MB
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Signature Processing
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Fig. 4. Proposed video encoder design

is used as a prediction reference to produce a residual MB,
bt[n], the corresponding, stored signature will be used to
generate the prediction signature, st[n]. For each processed
MB, the residual signature is checked for coherence with
the associated, residual MB. Performing the comparison after
prediction allows for validation of proper processing by the
prediction system. Performing validation at any other point
may not detect errors occurring within the prediction systems
(MC and IP) as the same, potentially erroneous, prediction is
added back during reconstruction (shown in Fig. 1a), obscuring
any potential errors that may exist in an encoded MB. The
validation signature generated directly from the residual MB,
s′t[n], and the residual signature, st[n], are compared. If the
signatures match, correct processing up to this point is highly
likely. Otherwise, non-matching signatures indicate that a
processing error has occurred and mitigating action should be
initiated.

In the following subsections, the specifics of the pro-
posed encoder design are presented. Section IV-A validates
the ability of the proposed design to detect errors. Section
IV-B analyzes the prediction system of the conventional en-
coder design and develops the necessary prediction signature
processing system of the proposed encoder design. Section
IV-C analyzes both the transform and decoding systems of
the conventional encoder design and develops the transform
signature processing system of the proposed encoder design.
Finally, error detection and mitigation methods are presented
in Section IV-D.

A. PISP Design Validation

General validation of the proposed method is performed by
evaluating the effects of additive error from the system, Ti−1,
in Fig. 3. For the design to be practical, a validation signature
generated directly from a particular MB must be incoherent
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with the corresponding signature calculated by the signature
processing system when the MB vector is in error:

Gbi 6= si if bi is erroneous. (7)

Assuming an error is made by system Ti−1, let the erroneous
output from the system be defined as

b̃i−1 = bi−1 + e, (8)

where e is additive error and bi−1 is the correct result. The
next MB processing system, Ti, uses the incorrect result
producing,

b̃i = Tib̃i−1

= Ti(bi−1 + e). (9)

The corresponding signature computed using the erroneous
MB is

s̃i = si−1 +Di (bi−1 + e)

= si−1 +Dibi−1 +Die

= si +Die

= si +G (Ti − I) e

= si +GTie−Ge (mod 2l). (10)

Direct evaluation of the MB result yields the following vali-
dation signature:

s̃′i = Gb̃i

= GTibi−1 +GTie

= si +GTie (mod 2l). (11)

A comparison of (10) and (11) reveals the extra term −Ge
in the former, indicating that although an error in the MB
processing path will affect both the MB and signature pro-
cessing systems, the signature will be incoherent with the MB
as long as the error is not in the null space of the signature
generating matrix. Therefore, the signature will diverge from
its counterpart MB whenever errors are present in the MB
signal, with high probability. The divergence can be effectively
used for error detection.

B. Prediction Signature Processing

Prediction signature processing is performed by modeling
the entire prediction system as two, sequential, linear trans-
forms, emphasized in Fig. 5. The first modeled system consists
of the MC or IP system, depending on the type of prediction
being used. The second modeled system is the subtraction
operation where the predicted MB is subtracted from the
sampled one. An analogous signature processing system is
shown in Fig. 5 for both MB processing systems. The ME and
IE systems analyze the sampled MB to select the appropriate
prediction mode and communicate the selected mode to the
MC or IP system, respectively. Differing modes of prediction
imply differing linear transforms to be used by the MC/IP
system. Likewise, the selected mode (v or a) is communicated
to the differential signature system so an appropriate linear
transform can be selected. The transforms, therefore, depend
on the prediction mode, and the generating matrix, G. Once
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Fig. 5. Prediction Signature Processing Model Overview

G is selected, each D can be precomputed and cached to
conserve computational effort. Each D matrix is of the same
dimensions as G, therefore, storing a number of the transforms
is feasible. The residual MB is defined as

bt[n] = bs[n]− bp[n]

= bs[n]−Tb̂s[m], (12)

where T is the (linear transform modeled) prediction matrix.
The first modeled system (MC/IP) operates strictly on the

previously encoded MB, b̂s[m], given the selected prediction
mode. The resulting prediction is defined as

bp[n] = Tb̂s[m], (13)

where T is the prediction transform used by either the MC
system or the IP system. The value of T varies depending
on the selected prediction mode. The associated, processed
signature is defined as

sp[n] = ŝs[m] +Db̂s[m] (mod 2l), (14)

where ŝs[m] is the signature associated with the stored MB,
b̂s[m], and D is the differential signature system associated
with the selected MB prediction transform. The derivation of
T and D are described in the following subsections.

The second modeled system in Fig. 5 is a subtraction
operation that operates on the prediction MB and the sampled
MB. The resulting residual MB is defined as

bt[n] = bs[n]− bp[n]. (15)

Because the subtraction operation is a linear operator, a dif-
ferential signature transform is not needed. Instead, the same
linear operator can be applied to the corresponding signatures.
The residual signature is defined as

st[n] = ss[n]− sp[n]

= ss[n]− ŝs[m]−Db̂s[m] (mod 2l), (16)
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which is the implementation shown in Fig. 5.
Although the prediction signature processing definition in

(16) works well for many simple prediction modes that base
predictions on a single MB, there are also prediction modes
that use information from multiple stored MBs to create a
single prediction. To accommodate these prediction modes,
(12) is redefined as

bt[n] = bs[n]−
∑
m

T[m− n]b̂s[m], (17)

allowing the residual MB to be described as a sum of multiple
predictions. Valid values for m depend on the type of predic-
tion being used and are described in detail in the following
subsections. Similarly, (16) is redefined as

st[n] = ss[n]−
∑
m

ŝs[m]−
∑
m

D[m− n]b̂s[m] (mod 2l).

(18)
This allows for more complex prediction modes to be used,
such as an MC prediction that spans multiple (up to 4) MBs.
The details of the prediction transformations for intra and inter
prediction are described in detail in Section IV-B1 and Section
IV-B2, respectively.

1) Intra Prediction System Design: The H.264 intra pre-
diction system, as a practical example, creates a prediction
for an MB using only previously encoded, neighboring MBs
immediately above, left, and diagonally above and left of the
MB currently being encoded. Within these MBs available to be
used for prediction, only the pixels bordering the MB being
encoded are used to generate a prediction. Operations per-
formed on these pixel values are generally either a replication
or averaging operation—both can be easily modeled as linear
transforms. The prediction modes examined (as defined by
[25]) are horizontal projection, vertical projection, and DC
(averaging). Other prediction methods are available in the
H.264 standard but have not been explicitly referenced for
conciseness.

a) Horizontal Prediction: The horizontal intra predic-
tion mode utilizes the rightmost column of pixels from the
reference block immediately to the left of the MB currently
being encoded. These pixels are projected to fill each row
of the prediction with the same value. In terms of a linear
transformation, the elements of T can be expressed as

tk,l[w] =

{
δ
[⌈

k
NB

⌉
NB − l

]
if w = −1

0 otherwise,
(19)

where k and l are the row and column indexes for the matrix,
and NB is the horizontal dimension of an MB.

As a hypothetical example, consider the horizontal predic-
tion transform for an MB of size L = 2 and a single color
plane. The hypothetical MB to be transformed is represented
by the raster ordered vector,

b̂s[n− 1] =
[
208 32 231 233

]T
. (20)

From (19), the prediction transformation for the 2× 2 MB is

T[−1] =


0 1 0 0
0 1 0 0
0 0 0 1
0 0 0 1

 . (21)

The horizontally predicted MB is

bp[n] = T[−1]b̂s[n− 1]

=
[
32 32 233 233

]T
. (22)

Assuming the pseudo-randomly generated binary generating
matrix,

G =

[
0 1 1 1
1 0 1 0

]
, (23)

the stored signature associated with the stored MB (assuming
no prior errors) is

ŝs[n− 1] = Gb̂s[n− 1] (mod 28)

=
[
240 183

]T
. (24)

From (4), the differential signature transform associated with
the horizontal MB prediction transform is

D[−1] = G(T[−1]− I)

=

[
0 0 −1 1
−1 1 −1 1

]
. (25)

Using (25), the signature associated with the predicted MB is
computed as

sp[n] = ŝs[n− 1] + sd[n] (mod 28)

= ŝs[n− 1] +D[−1]b̂s[n− 1] (mod 28)

=
[
242 9

]T
. (26)

The signature can be verified by directly evaluating the sig-
nature of the calculated prediction and comparing it to the
calculated signature:

s′p[n] = Gbp[n]

=
[
242 9

]T
= sp[n], (27)

This confirms (with high probability) the prediction was
computed without error.

b) Vertical Prediction: Vertical prediction for data pro-
cessing is very similar to horizontal intra prediction, projecting
the bottom row of pixel values down from the MB immediately
above the current MB, and can be modeled as

tk,l[w] =


δ[l − 1−MBNB +MB

− ((k − 1) modMB)]
if w = −NF

0 otherwise,
(28)

where MB is the vertical dimension of an MB measured in
pixels, and NF is the frame width measured in MBs. The
prediction transform for a hypothetical 2 × 2 MB with w =
−NF is

T =


0 0 1 0
0 0 0 1
0 0 1 0
0 0 0 1

 . (29)
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ŝs

st

berr2

Fig. 6. Transform signature processing design. Two sources of rounding error are captured, inverse transformed, and added to the residual signature to form
the reconstructed residual signature.

c) DC Prediction: The DC intra prediction mode aver-
ages the values of the immediately neighboring MBs above
and to the left of the MB being encoded. The average value
is used as the prediction value for all pixels in the predicted
MB. The prediction transform can be expressed as

tk,l[w] =


1

cMB
δ [(l −MB + 1) modMB ] if w = −1

1

cMB
δ

[⌊
l −M2

B +MB)

MB

⌋]
if w = −NF

0 otherwise,
(30)

where c is the number of MBs available for prediction (0,
1, or 2). If w = −1, the reference MB is immediately to
the left of the current MB. If w = −NF , the reference
MB is immediately above the current MB. If the current MB
being encoded does not have an MB to its top and/or left,
c is evaluated as 1 or 0. For example, if the MB currently
being encoded is the second MB in the frame, only the MB
immediately to the left is available for DC prediction, yielding

tk,l[−1] =
1

2
δ [(l − 1) mod 2]

T[−1] = 1

2


0 1 0 1
0 1 0 1
0 1 0 1
0 1 0 1

 , (31)

for an MB with dimensions of 2 × 2. All other cases for
this example would produce a zero matrix. From (31), it is
shown that multiplication by the hypothetical transform will
produce a vector of identical elements, equal to the mean of
the second and fourth elements in the input vector. These
two positions correspond with the right-most column of an
MB in matrix format. Using (30), it is possible to model the
DC prediction mode as a linear transform, and an associated
signature transform is created by using (4).

d) Other Prediction Modes: There are a total of nine in-
tra prediction modes defined for H.264 [25]. The other modes

are similar to the three previous examples—each predicted
pixel value is computed as a linear combination of stored pixel
values. Therefore, for each intra prediction mode, there exists
a prediction transformation matrix. This, in turn, guarantees
the existence of the differential signature transformation.

2) Inter Prediction System Design: Like intra prediction,
the goal of inter prediction is to produce a prediction of the
current sampled MB, bs[n], based on a previously encoded
MB(s), b̂s[m]. The reference MBs for inter prediction are
selected from a previously encoded frame, rather than the
current frame. The prediction is a group of contiguous pixels
covering the same area as one MB. The group of pixels may
come from up to four different MBs in a previous frame
as shown in Fig. 7. The spatial relation of nine MBs are
shown, with the center MB occupying the same relative frame
position as the current MB being encoded. The prediction,
bp[n] depends on the selected frame used for prediction and
the motion vector (MV), v. In the figure, the indices for b̂s

represent the vertical and horizontal position of the reference
MB, relative to the current MB, measured in MBs.

The inter prediction computation can be interpreted as a sum
of shifted reference MBs, and can, therefore, be implemented
as a linear transformation. For example, in Fig. 7, to produce
the upper left section of bp[n], the contents of b̂s[0, 0] should
be masked to preserve only the data shaded in blue. The
masked information should then be shifted up and left by −v.
Summing the masked, shifted MBs yields the prediction,

bp[n] =
∑
m

T[u,v]b̂s[m], (32)

where

u1 = m mod NF − n mod NF

u2 =

⌊
m modMFNF − n modMFNF

NF

⌋
. (33)

In the preceding equation, MF is the height of each frame in
the video sequence measured in MBs. The frame coordinates
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bp[n]

b̂s[−1,−1] b̂s[−1, 0] b̂s[−1, 1]

b̂s[0,−1] b̂s[0, 0] b̂s[0, 1]

b̂s[1,−1] b̂s[1, 0] b̂s[1, 1]

v

Fig. 7. Inter prediction signature processing with coordinates in terms of u
for simplicity.

of the reference MB relative to the MB currently being
processed are represented by u. The inter prediction transform
depends on the MV, v, in addition to the relative position of
each reference MB. The general linear prediction transform is
defined as

T[u,v] = S[MBu1 − v1, NBu2 − v2], (34)

where S is the shifting and masking matrix which is defined
as

S[y, x] = sft(repd(sft(IMB
, x),MB), yMB). (35)

The function, sft(A, b) shifts the rows of some matrix A down
by b, and IMB

is the identity matrix of size MB . Empty rows
are filled with zeros. The function, repd(A, b) creates a block
diagonal matrix of A repeated b times.

The function of the inter prediction transform is to shift
the pixel values of each contributing reference MB into non-
overlapping regions, such that the sum of all transformed
reference MBs is bp[n]. For all reference MBs in Fig. 7
(including the ones outside the range shown) that are not
partially overlapped by the prediction MB, the transform is
zero and need not be computed.

As a hypothetical example, the inter prediction transform for
a 2×2 MB with frame size 7×8 (in MBs) and MV, v = [ 1 1 ]T

is presented. The index of the MB being encoded is n = 65
while the reference MB under consideration is m = 18. The
relative location of the reference MB is directly below and
right of the MB being encoded. The relative reference MB
coordinates are u = [ 1 1 ]T, and the transform for this case is

T
[
[ 1 1 ]T, [ 1 1 ]T

]
= S [MB − 1, NB − 1]

= S[1, 1]

= sft(repd(sft(I2, 1), 2), 2)

= sft (repd ([ 0 0
1 0 ] , 2) , 2)

= sft

([
0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0

]
, 2

)
=

[
0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0

]
. (36)

If the reference MB at index 18 is B̂s[18] =
[
208 33
231 233

]
, the

associated prediction contribution is

b̃p[65] = T
[
[ 1 1 ]T, [ 1 1 ]T

]
b̂s[18]

= [ 0 0 0 208 ]
T

B̃p[65] = [ 0 0
0 208 ] . (37)

The upper left pixel in the reference MB is selected and
shifted down and right. When summed with the other relevant
predictions as shown in (32), the complete prediction MB is
produced.

C. Transform Signature Processing

The transform system does not operate on previously en-
coded information. Therefore, a notation change is introduced
in this section for simplicity. The index for the MBs and
signatures are dropped—the index of n is implied.

Rather than attempting to perform signature processing
for every subsystem within the transform and reconstruction
systems, the difference between a residual MB, bt, and its
reconstructed version, b̂t is observed. The transform per-
formed by the DCT system is lossless—its inverse counterpart
reconstructs the original information exactly. However, the
quantization operation creates quantization error that causes
the reconstructed signal to differ slightly from the original
signal, and cannot be modeled as a linear transform. The
proposed signature processing design for the transform system
(and part of the reconstruction system) shown in Fig. 6
determines the quantization error from the MB transform and
decoding operation and adds the signature associated with
the error to st to produce ŝt. The previously computed sp
can then be added to produce the reconstructed signature, ŝs.
Essentially, the quantization error is captured and added into
the signature processing system.

There are two sources of quantization error. Both are com-
mitted to the MB data with a rounding operation shown by the
nearest integer (nint) operation in Fig. 6. Without the rounding
operation, there is no data loss. Therefore, a reconstructed MB
can be defined in terms of quantization error by

b̂s = b̂t + bp

= bt + berr1 + berr2 + bp, (38)

where berr1 and berr2 are the fractional rounding errors added
during the transform and reconstruction process shown in Fig.
6. Since adding the error to the MB signal is a linear operation,
the signature generated from the quantization error can be
directly added to the residual signature:

ŝs = st + serr + sp

= st +G bberr1 + berr2e+ sp (mod 2l). (39)

The prediction signature, sp, is calculated using (14).
The same quantization error that defines the difference

between bt and b̂t also defines the difference between bs

and b̂s:
b̂s = bs + berr (mod 2l). (40)

Thus, it may seem practical to validate the entire encod-
ing system by adding the quantization signature error serr
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to each originally generated signature, ss, to validate each
reconstructed MB. However, such a design leaves the MB
prediction systems unprotected. Since the computed prediction
is first subtracted from the sampled MB and later added during
reconstruction, erroneous predictions would be masked and
not detected. For this reason, the prediction system must be
modeled as indicated in Fig. 5, but the transform system can
be simplified as shown in Fig. 6, eliminating the need to model
the nonlinear systems exactly.

D. Error Detection and Mitigation

Error detection in the proposed encoder design is per-
formed by comparing each MB to its corresponding signature
after prediction has been performed as shown in Fig. 4.
The comparison point is selected to ensure protection of all
systems in the video encoder, including the prediction systems.
After prediction has completed for a given MB, a validation
signature is created by multiplying the residual MB by the
generating matrix:

s′t[n] = Gbt[n] (mod 2l). (41)

Error detection is calculated by comparing the validation
signature to the residual signature using an XOR operation.
The error detection indicator is defined as

err[n] = st[n]⊕ s′t[n]. (42)

An error is indicated if err 6= 0. Due to the cyclical nature
of data in the video encoder, if an error is detected, there
are multiple potential sources of the error. The error could be
induced by the prediction system while computing the current
MB, or the error could be a result of incorrectly processing any
of the MBs used as reference for the prediction. All potential
sources of the detected error must be addressed to prevent the
effects of the error from propagating.

Detected errors are mitigated by preventing MBs containing
errors from being used as a reference for predicting any
future MBs. More conventional thinking may motivate the
mitigation strategy of reprocessing the MBs possibly con-
taining errors. However, as error rates increase, reprocessing
becomes impractical as it demands many times the typical
amount of processing for the same amount of information.
Instead, reference MBs and the MB containing the detected
error are marked as unavailable for prediction. Reference
MBs are marked as unavailable because a detected error may
be a result of prediction operations on the current MB or
transform operations on the reference MBs. As a result, the
effects of detected errors are quarantined and not allowed to
propagate. Artifacts present in the decoded video sequence will
be transient and will be limited to a single MB. If there are no
available references from which to predict an MB, a reference-
free prediction mode is selected by the encoder. In the case of
H.264, this can be achieved by beginning a new slice with the
MB in question and selecting the DC intra prediction mode.

Although all the MB and signature processing systems can
be implemented with unreliable hardware, the XOR compar-
ison and control system need to be implemented on reliable
hardware–reliable hardware is not required for the processing

of signature, in general. There are many ways of making
the control system reliable, including hardening the circuit
or using separate hardware. Despite the need for reliable
hardware, the overwhelming majority of operations performed
for video encoding can be performed on unreliable hardware.
Guaranteeing the reliability of the comparator and control
system is a much more manageable task compared to the entire
video encoder (which is the current solution).

V. RESULTS

A. Experimental Setup
To evaluate the effectiveness of the proposed PISP design,

software based simulations were performed so that error rates
could be controlled. The H.264/AVC JM Reference Software
[27] was augmented to implement PISP functionality and
error injection capability. Error modeling was performed by
randomly flipping bits at the output of each data operation
(multiply, add, etc.) with a controlled bit error rate (BER).
The BER used in all experiments refers to the probability of a
given bit of the output of an add operation. For all experiments,
the same tests are performed on the proposed encoder design
as well as the conventional design as a baseline.

Both the implemented PISP and conventional video en-
coders produce an H.264 protocol compliant bit-stream. The
encoders can perform both intra and inter prediction, however,
the intra prediction modes were limited to those listed in
Section IV-B1. The inter prediction range was limited to
maximum MV component magnitude of 16 with a maximum
of 5 reference frames. Sub-pixel motion estimation was not
supported, and the fast full method for ME was selected due
to potential unexpected behavior of more complex algorithms
in the presence of errors. Experiments on the conventional
encoder were conducted with a variable instantaneous decoder
refresh (IDR) period. Additionally, experiments for both en-
coder designs varied BER and QP values. The set of restricted
prediction modes results in a higher than typical bit-rate,
but provides an accurate baseline for comparison between
conventional and PISP encoding.

For all PISP design experiments performed, the signature
generating matrix, G, was a pseudo-random binary matrix
with four rows, producing a 4-dimensional vector with each
element consisting of 8 bits. The probability of each matrix
element being equal to 1 is 0.33, with the constraint that
each column of G must contain at least a single 1 value.
Dimensionality can be increased or decreased to modify the
likelihood of error detection, however, since recovery is not a
goal of the proposed design, the 4-byte signature suffices to
provide adequate error detection capability for a single MB of
data (384 bytes).

Six well known video test sequences were used as inputs
for all experiments performed: city, container, crew, foreman,
harbour, and soccer. All of the videos were limited to 300
frames in CIF, YV12 format. All individual color samples were
8-bit integers. All experiments were performed on each of the
test video sequences independently, and the statistical results
of the combined experiments are presented.

The BER in all experiments was varied from 10−11 to 10−6

while processing the defined benchmark video sequences. This
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Fig. 8. Mean signal quality (relative to original image) of PISP method and
conventional method for various IDR periods

allows for a broad coverage of operating conditions ranging
from practically no errors, to errors so frequent the hardware is
practically inoperable. Error rates greater than 10−6 produced
video output impractical for use.

B. Experimental Results

The performance of the proposed design is first evaluated
against the conventional H.264 design by examining the qual-
ity of a decoded signal with a fixed QP of 16 and a varying bit
error rate. The results in Fig. 8 indicate nominal performance
for the conventional encoder design when BER is very low.
As the BER increases, the quality of conventionally encoded
sequences degrades quickly. The quality of the PISP design
also degrades as the BER increases, but the rate of degradation
is preferable to that of the conventional design. Reducing the
IDR period of the conventional encoder produces a better
quality signal, though this comes at a higher cost in terms
of compression (discussed later).

To analyze the performance of the proposed design under
various QP settings, the video sequences were encoded using
the conventional encoder with a fixed IDR period, while
varying the QP setting. The same experiments were performed
on the PISP encoder, and the results are shown in Fig. 9. The
quality of both conventionally and PISP encoded sequences
decreases with lesser QP values or greater BER. But in each
case, the quality of the PISP encoded sequences are less
affected by greater BER values.

To evaluate the power performance of the proposed design,
the average amount of time required to encode each individual
frame was measured. The results, shown in Fig. 11, indicate
the trend of more power being required for longer IDR periods,
as this requires for more inter encoded frames. Each conven-
tional encoding method tends to maintain a relatively constant
workload with respect to BER. However, the PISP encoder
uses less power with increasing BER. This is because there are
fewer valid references from which to perform inter prediction.
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Fig. 9. Mean quality of various QP values for PISP and conventionally
encoded frames with an IDR period of ∞

The PISP encoder does not spend energy performing ME for
invalid MBs. Under nominal circumstances (BER ≤ 10−11),
the computational overhead is negligible relative to the higher
IDR periods. For much higher BERs, the computation time of
the PISP method drops below the fastest featured conventional
method.

The relative quality improvements produced by the pro-
posed design are offset by decreased compression perfor-
mance. Fig. 12 shows the bit-rate performance (per frame) of
the proposed and conventional encoders. Under near-nominal
conditions, the PISP design increases the bit-rate by 2.7%
compared to the conventional design, while having little
impact on quality. However, with a BER of 10−7, bit-rate
performance remains relatively unchanged while an increase
in quality of 5.7 dB is observed. Even at the very high BER
of 10−6 with a 5.5% increase over conventional (infinite IDR
period) bit-rate, the PISP design increases mean signal quality
by 6.5 dB.

Mean quality measurements do not demonstrate the change
of video quality over time. In Fig. 13, the quality outcome of
the experiments is shown as a function of time. Without the
forced memory refresh, the conventionally encoded sequences
continually accumulated errors resulting in a continually de-
creasing quality for BER > 10−9. Although the BER deter-
mined the mean quality of the PISP encoded sequences, the
quality remained more constant over time, and did not degrade
as the conventionally encoded sequences did.

The effect of quality degradation over time can be observed
in Fig. 10. Using the foreman sequence as a benchmark, the
images in Figs. 10 (a–e) and Figs. 10 (f–j) represent regularly-
spaced, decoded frames that were encoded conventionally
and with PISP, respectively. The accumulation of artifacts is
evident in the conventionally encoded frames, while the quality
of the PISP encoded frames remains relatively consistent. The
artifacts observed in the PISP encoded frames are due to errors
induced while processing the currently displayed frame only.
The artifacts observed in the conventionally encoded frames
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Fig. 10. Qualitative comparison of conventional inter prediction encoding (a–e) and PISP inter prediction encoding (f–j) subjected to BER = 10−6
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are a result of not only errors induced while processing the
displayed frame, but error induced in prior frames as well.

VI. CONCLUSION

Traditionally, video encoding hardware is designed for the
worst case to ensure predictable operation. Parallel indepen-
dent signature processing makes it possible to perform reliable
video encoding on unreliable hardware. By detecting errors as
they occur in the encoding hardware, the quality of the signal
is allowed to gracefully degrade, rather than catastrophically
failing with increasing probability of computational error. The
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proposed PISP design is capable of reducing the error rate
in an encoded video sequence by preventing errors from
propagating from one MB to another. Although some of the
error mitigation methods designed in the H.264 standard are
capable of increasing video quality and help to prevent decoder
drift, there is an increased cost in terms of compression. The
proposed method allows the encoder to adapt without making
assumptions about the reliability of the hardware.

The proposed design is not without increased costs. Ad-
ditional operations are required to compute the signatures
used for error detection. However, the extra cost relative to
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Fig. 13. Mean quality of aggregated video sequences with varying BER as
a function of time with a fixed QP of 16 and a IDR period of ∞.

the whole is negligible. If the reliability of the hardware is
in doubt, the proposed design can compensate for mistakes
if transient artifacts in the decoded signal can be tolerated.
It should also be noted that longer execution times may be
observed in Fig. 11. This is due to the large number of random
numbers that needed to be generated for error injection. This
represents a constant factor across experiments.

The goal of this work was to demonstrate the advantages of
a generalized design that can be applied to any MCHVE. Due
to the complex nature of video encoders, only a subset of the
prediction methods could be performed. Future goals include
obtaining more precise results by including more prediction
methods, and evaluating a more recent encoding standard, such
as high efficiency video coding (HEVC). Since differential
signature transforms can be precomputed and stored once a
generating matrix is selected, the demand on memory—in
terms of space and reliability—is an necessary area of future
exploration.

In addition to allowing for the use of unreliable hard-
ware, experimental results show that PISP can effectively
allow video encoding hardware to better perform in error-rich
environments. High-radiation environments that may cause
unrecoverable artifacts in an encoded signal can be mitigated,
allowing for a higher quality signal.

Errors encountered during processing do not have to be
a product solely of the environment the hardware is asked
to operate in. If the hardware is asked to run at a lower
than ideal voltage, the same error scenario is possible. PISP
allows operating at these levels to be feasible. Often, it may
be desirable to preserve battery life at the expense of quality.
Long term surveillance is an example of this.

Conventional video encoding implements error concealment
by intra encoding frames at regular intervals. The shorter the
interval, the fewer frames a potential error may be able to
propagate through. If the source of errors is primarily in the
video encoding hardware (as opposed to the channel), PISP
can be implemented to increase the interval between intra
encoded frames, allowing for greater compression.

The presented research was initially begun before the release
of the latest standard from the ITU-T Video Coding Experts
Group, the HEVC standard [28]. The general principle of
the proposed design is transferable to the HEVC standard.
Signature difference transforms can be computed for various
prediction methods, and quantization error can be captured
from the transform coding system to process signatures.
However, it is not clear how best to segment the regions
of each frame to be associated with individual signatures.
Additional work needs to be done to determine if associating
signatures with fixed regions across frames is best, or perhaps
associating signatures with the variable sized coding blocks.
Additionally, it needs to be determined whether or not the
range in coding block size will lead to an increased overhead
cost of maintaining signatures that will make the design
impractical.

The proposed design has the potential to extend error correc-
tion ability through the channel to the decoder. Depending on
the type of configuration, stored signatures may be packaged
in the bit stream along with the MB, giving the decoder
an extra tool for detecting errors and potentially requesting
retransmission of information or invoking error concealment
methods. However, this would likely necessitate changes in
the H.264 standard. The proposed PISP design is implemented
entirely on the encoder, and is therefore, compliant with the
H.264 standard.
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