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Abstract— In the context of medical images classification, we 
proposed a novel method for the classification of Magnetic 
Resonance (MR) images of the brain. The proposed system is 
based on the use of a new method for the features extraction. The 
principal objective is to calculate the histogram of each zone 
selected by sliding a window of size 16× 16 Pixels on the MR 
image of the brain, this allow us to obtain sixty four (64) 
histogram, and each obtained histogram will be considered as a 
sequence for which we calculate the central moments of order 1, 
2 and 3. The classification is achieved by a multilayer perceptron.   

Keywords— magnetic resonance image; medical images 
processing; brain tumor; central moments; neural networks. 

I.  INTRODUCTION  
Brain tumor can be defined as a group of abnormal cells 

that grows inside or around the brain, in other words, a brain 
tumor is an uncontrolled growth of solid mass formed by 
undesired cells either located in one or more brain parts such as 
glial cells, neurons, lymphatic tissue, blood vessels, pituitary 
and pineal gland, skull, or spread from cancers mainly located 
in other organs. The type of tumor, its localization, its size and 
its evolution are among the most important factors occurring in 
the choice of the appropriate method for the treatment of a 
brain tumor. Brain tumors can be benign or malignant, benign 
tumors are non cancerous, they do not invade nearby tissue or 
spread to other parts of the body, sometimes they do not 
require treatment, unless symptoms indicate a serious problem. 
Surgery is a common type of treatment for benign tumors; the 
goal is to remove the tumor without damaging surrounding 
tissues. Other types of treatment may include medication or 
radiation. In most cases, and after they were removed, they do 

not come back. Malignant tumors are cancerous, they spread 
rapidly invading other tissues of brain, sometimes cells move 
away from the original (primary) cancer site and spread to 
other organs or bones where they can continue to grow and 
form another tumor at that site. This is known as metastasis or 
secondary cancer. They are often resistant to treatment, and 
they sometimes recur after they were removed. 

Computer-Aided diagnostic technology has become a very 
important technological tool in the medical field, many medical 
problems have found a solution through the use of this 
technology, and the medical images processing has progressed 
immensely in recent years ([1]-[4]), it is one of the most 
encouraging areas of research, since it offers facilities for the 
diagnosis and treatment decisions of a large number of diseases 
such as cancer and in particular brain tumors. Today, the study 
of this type of brain abnormalities using the medical images 
processing is becoming a very challenging task, several 
techniques and several methods have been proposed for the 
detection of their existence, their exact location , their size and 
their nature [5] most of these methods are based on the 
processing of the MRI (Magnetic Resonance Image) brain 
images ([6]-[8]), this imaging modality is widely used by 
radiologists to visualize the internal structure of the human 
body, the level of information inside the image is surprising 
compared with any other imaging modality, today, it is 
becoming  the most modality used to evaluate the patients who 
present signs indicating the existence of a cerebral anomaly 
especially brain tumors. 

In this study, a new neuronal approach is proposed for the 
classification of brain tumors from MR images. The used 
database is composed of a set of MR images of brain tainted by 
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several types of brain tumors and belonging to different 
persons. the three processing steps that compose the proposed 
system have been described, namely, the preprocessing step 
where we have showed that the size of the MR brain images 
must be normalized, features extraction step, where we have 
used the central moments of order 1, 2 and 3 of histograms of 
zones obtained after sliding a window of size 16×16 pixel on 
the image of the brain, and the classification step achieved 
using a multilayer perceptron. 

II. PROPOSED SYSTEM 

A. Description of the used database 
In this study, the used database is composed by a set of MR 

images of the brain extracted from “Whole Braine Atlas” site 
[9], these are grayscale images, for which, each pixel is 
encoded on 8 bits (this means that the gray levels vary from 0 
to 255). Firstly, this set of brain images is divided in two main 
parts: the first part is composed by the MR images that do not 
have any abnormalities, while the second part is composed by 
those affected by one or more tumors. Secondly, and according 
to the type and the location of the tumor in the brain, the 
second part of this set is also divided into several parts. Finally, 
the number of brain image classes obtained and considered for 
this study is equal to six (6), with ten (10) different samples for 
each class, these classes are defined as follows: 

• The first class (Class 01): The MR images of brain 
belonging to this class are characterized by the 
absence of any type of anomalies (healthy person). 
The figure 1.a shows some samples of this class. 

• The second class (Class 02): The MR images of brain 
belonging to this class are affected by a tumor in the 
lower right part of the brain (Figure 1.b). 

• The Third class (Class 03): All the MR brain images 
of this class are affected by a tumor in the left lower 
part of the brain (see the Figure 1.c) 

• The Fourth class (Class 04): The MR brain images 
belonging to this class are affected by a tumor in the 
center lower part of the brain. Some samples of this 
class are shown on the Figure 1.d. 

• The Fifth class (Class 05): Existence of a tumor in the 
left higher part of the brain in the MRI brain images 
belonging to this class (see the Figure 1.e).  

• The Sixth class (Class 06): The MRI brain images 
belonging to this class are affected by many tumors in 
different place of the brain (see the Figure 1.f). 

B. The Different parts of the proposed system 
The proposed system is composed of three steps: 

1) Preprocessing step 
The preprocessing operations are classical operations in 

image processing, they are used to “clean” and “prepare” the 
MR image of the brain for the subsequent processing steps. For 
our case, the only preprocessing operation that we have 
considered necessary is the resizing of the image size, this 

operation is imposed for two reasons, firstly, the nature of MR 
images of the brain used in this study which are of variable 
size, and secondly, the nature of the method chosen in the next 
step for features extraction which is applied only on normalized 
images. Note that all MR images of the used database were 
resized to a size equal to 128×128 pixels, this size was chosen 
to facilitate the application of features extraction method. Fig. 2 
shows some MR brain images and their normalization. 

Fig. 1. Some samples of each class of the used database: a) Samples of the 
first class, b) Samples of the second class, c) Samples of the third class, d) 
Samples of the fourth class, e) Samples of the fifth class, f) Samples of the 
sixth class. 
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Fig. 2. Example of resizing some MR images of the brain. 

2) Features Extraction step 
This step is considered as the most important step in the 

classification and recognition systems, it has been a very 
active research topic especially in the field of the classification 
of medical images, therefore, many methods and techniques of 
features extraction have been developed ([10]-[11]). The 
principle objective of the features extraction step is to 
facilitate the task of the classifier, it consists to replace the 
image presented at the system input by a set of features 
extracted from the image. In this paper, the method that we 
have used to extract the features is based on the calculating of 
the central moments of order k, this method was used in 
several studies of pattern recognition. For a given sequence of 
size M, the central moments of order k are calculated from the 
following formulas: 

 ( )
1

( )
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k i i
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i i
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=
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Where: 

• 
−
x : is the mean value of the sequence. 

• )( ixp : is the probability of l 'element ix  in the 
sequence. 

• M: is the size of the sequence. 
• k: the order of the moment. 

 The principle consists firstly to calculate the histogram of 
each zone selected by sliding a window of size 16 ×16 Pixels 
along the MR image of the brain (see Fig. 3 and Fig. 4), this 
allow us to obtain sixty four (64) histogram, and each obtained 
histogram will be considered as a sequence for which we 
calculate the central moments of order 1, 2 and 3 using the 
formulas (1) and (2), this means that the number of features 
obtained by this method is equal to hundred and ninety-two 
(192) features. Fig. 5 shows the values of central moments of 
some MR images of the used database. 

Fig. 3.  Application of the sliding window of 16x16 pixels on sample 01 of the second class.  
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Fig. 4.  Application of the sliding window of 16x16 pixels on sample 02of the third class. 

 

Fig. 5. Example of the values of central moments of some MR images:  (a) Central moments of the sample 01 of the second class, (b)  Central moments of the 
sample 02 of the third class. 

3) Brain tumors classification 
This step consists to affect the brain image fed into the 

input of the proposed system to an appropriate class. Several 
classification methods have been proposed for the recognition 
and classification of medical images ([12]-[14]). For our 

study, the classification is achieved by the use of a Multi-
Layer Perceptron (MLP), the good results obtained using this 
type of neural networks in several problems of classification 
and pattern Recognition have motivated us to opt for this 
choice. The used neural network is  composed of three layers, 
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the input layer neurons number  is equal to the number of 
central moments used as a features to characterize the MRI 
brain image  (N_IL=192), the output layer neurons number is 
equal to the number of the classes brain tumor to be 
recognized (N_OL=6), while the number of hidden layers and 
the number of neurons per hidden layer are determined by 
groping, for our case, we used one hidden layer, and the 
neurons number of this layer is equal to forty five (45) 
(N_HL=45). The initial connection weights are in the range [-
1, 1]. For the transfer function, we have opted for the familiar 
sigmoid function. The brain tumors classification proceeds in 
two steps: the learning step and the test step 

a) The learning process 
For learning the neural network, we have opted for the use 

of the Back propagation algorithm; this choice is justified by 
the simplicity of this algorithm and by the encouraging results 
obtained during its multiple uses in several problems of 
pattern recognition. The algorithm uses two parameters, 
namely: the learning rate η and the momentum μ  which are 
experimentally chosen. For having a good and easily 
convergence, the experimenter must appropriately choose 
these two parameters. In this study, the values that we have 
chosen of the learning rate and momentum are respectively: 

0.8η = and 0.3μ = . The training process for the network is 
stopped only when the sum of squared error falls below 0.001.  
(See Fig. 4). Let’s note that during this phase, only forty two 
(42) sample (seven samples of each class) from the database 
are used (this is equivalent to 70% of the used database), this 
will allow us to test the neural network by some samples 
which are not part of the learning base. 

Fig. 6. Example of resizing some MR images of the brain. 

b) The test process  
During this phase, all samples of the database are 

presented at the system entry as a successive manner, and for 
each sample the system takes a decision of its affectation to 
one of the possible classes. The response of the system can be:     

• Recognized brain image: the system arrives to 
properly affect the MR brain image presented at its 
entry to one and only one class.     

• Ambiguous brain image: the system associates the 
MRI brain image presented at its entry to more than 
one class.  

• Rejected brain image: the system is unable to assign 
the MR brain image presented at its entry to any 
class. 

• Wrong brain tumor: this case is encountered when 
the system assigns of an incorrect manner the MR 
brain image presented at its entry to one of the 
possible classes. 

III. OBTAINED RESULTS  
Based on the four types of possible responses of the 

proposed system, we have defined four rates: Recognition Rate 
(R_R), Ambiguity Rate (A_R), Rejection Rate (RJ_R) and 
Error Rate (E_R), these are the rates used to evaluate the 
performances of the realized system, the main objective is to 
obtain a high recognition rate as much as possible. It should be 
noted that the test of the realized system has been performed 
using all samples of the database (the ten (10) samples of each 
class), the obtained results are very encouraging and very 
promising, the system arrives to recognize 88.333% of the used 
database, this means that on the sixty (60) samples of the 
database, the system arrives to associate correctly and properly 
fifty three (53) sample to their classes, while for the rest of the 
samples, the system fails to correctly affect them to appropriate 
classes, and its response may take several forms. It may be 
“Brain Tumor Rejected”, this is the case for three (03) samples 
of the database (equivalent to 5%), for which the system does 
not takes any decision of classification.  It may be also 
“Ambiguous Tumor Brain”, where the system proposes an 
assignment to more than one class of the MR image fed into its 
input, this is the case of two (02) samples of the database 
(equivalent to 3.333%) which was affected to two classes. 
Finally, the system response may be “Wrong brain tumor”, in 
this case, the system takes a decision for MR brain image 
presented at its input, but it is not the good decision, this is the 
case of two (02) other samples of the database, which is 
equivalent to 3.333%. Table I shows the obtained rates. 

TABLE I.  DIFFERENT OBTAINED RATES. 

Rate Type R_R(%) A_R(%) RJ_R(%) E_R(%) 

Rate value (in %) 88.333 05.000 03.333 03.333 

Where: 
• R-R: Recognition Rate. 
• A-R: Ambiguity Rate                     
• RJ-R: Rejection Rate. 
• E-R:  Error Rate. 

IV. CONCLUSION 
This study falls within the framework of automating the 

process of detection and classification of brain tumors from 
MR images of the brain. The importance of this type of studies 
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resides in the solutions that they propose to overcome the 
multiple difficulties which prevent until today the realization 
of a universal system for the automatic classification of brain 
tumors, these difficulties are mainly due to the variable nature 
of the size and location of the tumor in the brain. The study is 
based on the proposal of a novel method for the classification 
of brain tumors from MR brain images; the used feature vector 
is composed of parameters obtained by applying the central 
moments method. The obtained results are very encouraging 
and very promising, the system arrives to properly affect 
88.333% of the images of the databases, this is a very 
interesting recognition rate and very motivating, the results 
can be further improved, this can be achieved by analyzing the 
images for which the system has encountered difficulties for 
affecting them to their proper classes. This analysis allows to 
identifying the reasons for the misclassification and therefore 
to propose the necessary solutions.  

REFERENCES 
[1] Tian, JieJianXue, Yakang Dai, Jian Chen, JianZheng,“A Novel Software 

Platform for Medical Image Processing and Analyzing,”IEEE Trans. Inf. 
Technol. Biomed., vol. 12, no. 6, pp. 800–812, Nov. 2008. 

[2] P. Kisilev, E. Walach, E. Barkan, B. Ophir, S. Alpert, S.Y. Hashoul, 
“From medical image to automatic medical report generation,”IBM J. 
Res. & Dev., vol. 59, no. 2/3, pp. 2:1-2:7, March-May. 2015. 

[3] S. Damas, O. Cordón, J. Santamaría,“Medical Image Registration Using 
Evolutionary Computation: An Experimental Survey,” IEEE Comput. 
Intell. Mag.,vol. 6, no. 4, pp: 26-42, Nov. 2011. 

[4] S. Suri, K. Liu, S. Singh, S. N. Laxminarayan, X. Zeng and L. Reden, 
"Shape recovery algorithms using level sets in 2-D/3-D medical 
imagery: A state-of-the-art review,"  IEEE Trans. Inf. Technol. Biomed., 
vol. 6, no. 1, pp. 8 -28, 2002. 

[5] El-Sayed A. El-Dahshan, Heba M. Mohsen, Kenneth Revett, Abdel-
Badeeh M. Salem, " Computer-aided diagnosis of human brain tumor 
through MRI: A survey and a new algorithm,"  Expert Systems with 
Applications, Vol. 41, no. 11, pp. 5526–5545, Sep. 2014.  

[6] S. Bauer, R. Wiest, L.-P. Nolte, and M. Reyes, “A survey of MRI-based 
medical image analysis for brain tumor studies,” Phys. Med. Biol., vol. 
58, no. 13, pp. R97–R129, Jul. 2013. 

[7] B. Bach Cuadra, C. Pollo, A. Bardera, O. Cuisenaire, and J. P. Thiran, 
“Atlas-based segmentation of pathological brain MR images using a 
model of lesion growth,” IEEE Trans. Med. Imag., vol. 23, no. 10, pp. 
1301–1314, Oct. 2004. 

[8] S. Parisot, H. Duffau, S. Chemouny, and N. Paragios, “Joint tumor 
segmentation and dense deformable registration of brain MR images,” in 
Proc. MICCAI, pp. 651–658,2012. 

[9] http://www.med.harvard.edu/AANLIB/home.htm 
[10] S. Lahmiri and M. Boukadoum, "DWT and RT based approach for 

feature extraction and classification of mammograms with SVM," in 
Proc. of the IEEE Biomedical Circuits and Systems Conference 
(BioCAS), pp. 412-415,  2011.  

[11] ZaferIscan, ZümrayDokur, Tamer Ölmez “Tumor detection by using 
Zernike moments on segmented magnetic resonance brain images,” 
Expert Systems with Applications, vol. 37, no. 3, pp. 2540–2549, Mar. 
2010.  

[12] A. Demirhan, M. Toru, I. Guler, "Segmentation of Tumor and Edema 
Along With Healthy Tissues of Brain Using Wavelets and Neural 
Networks," IEEE J. Biomed. Health Inform. Vol. 19, no. 4,pp. 1451 – 
1458, July. 2015. 

[13] S.C. Amartur, D. Piraino, and Y. Takefuji, , "Optimization neural 
networks for the segmentation of magnetic resonance images," IEEE 
Trans. Med. Imag., vol. 11 , no. 2, pp.215 -220, 1992. 

[14] S. Parfait, P.M. Walker, G. Créhange, X. Tizon and J. Mitéran, " 
Classification of prostate magnetic resonance spectra using Support 
Vector Machine,"  Biomedical Signal Processing and Control, Vol. 7, 
no. 5, pp. 499-508, Sep. 2012. 

 

 460



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


