



Movie Rating and Recommendation on Mobile
ABSTRACT

We design and develop a movie-rating and review-summarization system in a mobile environment. The movie-rating information is based on the sentiment-classification result. The condensed descriptions of movie reviews are generated from the feature-based summarization. We propose a novel approach based on latent semantic analysis (LSA) to identify product features. Furthermore, we find away to reduce the size of summary based on the product features obtained from LSA. We consider both sentiment-classification accuracy and system response time to design the system. The rating and review-summarization system can be extended to other product-review domains easily.
Existing System

Current search engines can efficiently help users obtain a result set, which is relevant to user’s query. However, the semantic orientation of the content, which is very important information in the reviews or opinions, is not provided in the current search engine. For example, Google will return around 7 380 000 hits for the query “Angels and Demons review.” If search engines can provide statistical summaries from the semantic orientations, it will be more useful to the user who polls the opinions from the Internet. A scenario for the aforementioned movie query may yield such report as “There are 10 000 hits, of which 80% are thumbs up and 20% are thumbs down.” This type of service requires the capability of discovering the positive reviews and negative reviews.
Proposed System:
This paper explores and designs a mobile system for movie rating and review summarization in which semantic orientation of comments, the limitation of small display capability of cellular devices, and system response time are considered. Practically, when we are not familiar with a specific product, we ask our trusted sources to recommend one. Today, the popularity of the Internet drives people to search for other people’s opinions from the Internet before purchasing a product or seeing a movie. Many websites provide user rating and commenting services, and these reviews could reflect users’ opinions about a product. For example, the customer-review section in Amazon.com lists the number of reviews, the percentage for different ratings, and comments from reviewers. When people want to purchase books, CDs, or DVDs, these comments and ratings usually influence their purchasing behaviors. In addition to these websites, a search engine is another important source for people to search for other people’s opinions. When a user enters a query into a search engine, the search engine examines its index and provides a listing of best-matching web pages according to its criteria, usually with a short summary containing  the document’s title and, sometimes, parts of the text. In this paper, we collected movie reviews from Internet Blogs that do not consist of any rating information. Sentiment analysis is performed to determine the semantic orientation of the reviews and movie-rating score is based on the sentiment-analysis result.
MODULES:
1. Sentiment Analysis
2. Feature-Based Summarization
3. Product-Feature Identification
4. Opinion-Word Identification
Modules Description

1. Sentiment Analysis
Since a document is composed of sentences and a sentence is composed of terms, it is reasonable to determine the semantic orientation of the text from terms. As a result, the sentiment sentimentanalysis research started from the determination of the semantic orientation of the terms. Hatzivassiloglou and McKeown [7] employed textual conjunctions such as “fair and legitimate” or “simplistic but well-received” to separate similarly connoted and oppositely connoted words. Esuli and Sebastiani [3] proposed to determine the orientation of subjective terms based on the quantitative analysis of the glosses of such terms, i.e., the textual definitions that are given in online dictionaries. The process is based on the assumption that terms with similar orientation tend to have “similar” glosses (i.e., textual definitions). Thus, synonyms and antonyms could be used to define a relation of orientation. Esuli and Sebastiani [8] described SENTIWORDNET, which is a lexical resource in which eachWordNet synset is associated with three numerical scores, i.e., Obj(s), Pos(s), and Neg(s), thus describing how objective, positive, and negative the terms contained in the synset.
2. Feature-Based Summarization
In product-review summarization, people are interested in the reasons why this product is worth buying rather than the principal meaning of the comment. Thus, feature-based summarization [6] is used in movie-review summarization. The feature-based summarization will focus on the product features on which the customers have expressed their opinions. In addition to product features, the summarization should include opinion information about the product; therefore, product features and opinion words are both important in feature-based summarization. As a result, product features and opinion-word

identification are essential in feature-based summarization.
3. Product-Feature Identification
We propose an LSA-based product-feature-identification algorithm and system can obtain a semantically related feature set for each seed. We compared three product-feature-identification approaches, i.e., ratting about product feature, price and delivery.

4. Opinion-Word Identification
In addition to feature identification, opinion words about the product features are important as well. Hu and Liu [6] extracted the opinion words by retrieving the nearby adjective of product features. In addition to language sentence-structure characteristic, Zhuang et al. [14] used the dependency grammar graph to find out some relations between feature words and the corresponding opinion words in training data. They both rely on language sentence structure to extract opinion words; therefore, these approaches will be applicable to those language sentences having such a characteristic.
System Configuration:-
H/W System Configuration:-

        Processor               -    Pentium –III

Speed                                -    1.1 Ghz

RAM                                 -    256  MB (min)

Hard Disk                          -   20 GB

Floppy Drive                     -    1.44 MB

Key Board                         -    Standard Windows Keyboard

Mouse                                -    Two or Three Button Mouse

Monitor                              -    SVGA
S/W System Configuration:-

· Operating System            :Windows95/98/2000/XP 

· Application  Server          :   Tomcat5.0/6.X                               



· Front End                          :   HTML, Java, Jsp

·  Scripts                                :   JavaScript.
· Server side Script             :   Java Server Pages.

· Database                            :   Mysql
· Database Connectivity      :   JDBC.
CONCLUSION
We design and implement a movie-rating and review-summarization system in mobile environment. Sentiment classification is applied to the movie reviews, and rating information is based on sentiment-classification results. In feature-based summarization, product-feature identification plays an essential role, and we propose a novel approach based on LSA to identify related product features.Moreover, we use a statistical approach to identify opinion words. Product features and opinion words will be used as the basis for feature-based summarization. In a system-performance-analysis experiment, the number of features plays an important role in SVM-model loading and prediction. The design proposed in this paper could fully utilize the Internet content to provide a new product-review summarization and rating service. The design can also be extended to other product-review domains easily.


