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Abstract—Twitter trends, a timely updated set of top terms in Twitter, have the ability to affect the public agenda of the community and
have attracted much attention. Unfortunately, in the wrong hands, Twitter trends can also be abused to mislead people. In this paper,
we attempt to investigate whether Twitter trends are secure from the manipulation of malicious users. We collect more than 69 million
tweets from 5 million accounts. Using the collected tweets, we first conduct a data analysis and discover evidence of Twitter trend
manipulation. Then, we study at the topic level and infer the key factors that can determine whether a topic starts trending due to its
popularity, coverage, transmission, potential coverage, or reputation. What we find is that except for transmission, all of factors above
are closely related to trending. Finally, we further investigate the trending manipulation from the perspective of compromised and fake

accounts and discuss countermeasures.

Index Terms—Twitter trend, Social computing, Security.

1 INTRODUCTION

The Internet has subverted the autocratic way of dis-
seminating news by traditional media like newspapers.
Online trends are different from traditional media as
a method for information propagation. For instance,
Google Hot Trends ranks the hottest searches that have
recently experienced a sudden surge in popularity [2].
Meanwhile, these trends may attract much more atten-
tion than before due to their appearance on Google Hot
Trends.

More recently, Online Social Networking (OSN) like
Twitter has inaugurated a new era of “We Media.” Twit-
ter is a real-time microblogging service. Users broadcast
short messages no longer than 140 characters (called
tweets) to their followers. Users can also discuss with
the others on a variety of topics at will. The topics
that gain sudden popularity are ranked by Twitter as
a list of trends (also known as trending topics) [3]. Twit-
ter and Google trends have become an important tool
for journalists. Twitter in particular is used to develop
stories, track breaking news, and assess how public
opinion is evolving in the breaking story. Taking election
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campaigns as an example [5], journalists, campaigns, and
pundits have tracked trends in Twitter traffic to deter-
mine candidates” popularity and predict likely election
outcomes [4].

Previous research have studied trend taxonomy [7],
[9], [10], trend detection [14], [17], [19], [20], and real
events extraction from Twitter trends [6], [38]. However,
researchers have paid little attention to Twitter trend
manipulation. It is reported that attackers manipulate
Google trends by simply employing large group of peo-
ple to visit Google and search for a specific keyword
phrase [23]. Also, Just et al. [4] inspected Twitter manip-
ulation in an election campaign. As reported in The Wall
Street Journal, robots have been used to undermine the
“trending topics” on Twitter [1]. Thus, the focus of this
work is on Twitter trend manipulation.

In this paper, the primary questions we attempt to
answer are whether the malicious users can manipulate
the Twitter trends and how they might be able to do
that? Being exposed to real-time trending topics, users
are entitled to have insight into how those trends actu-
ally go trending. Moreover, this research also cast light
on how to enhance a commercial promotion campaign
by reasonably using Twitter trends. To investigate the
possibility of manipulating Twitter trends, we need to
deeply understand how Twitter trending works. Twitter
states that trends are determined by an algorithm and are
always topics that are immediately popular. However,
the detailed trending algorithm of Twitter is unknown
to the public, and we have no way to find out what it
specifically is. Instead, we study Twitter trending at the
topic level and infer the key factors that can determine
whether a topic trends from its popularity, coverage,
transmission, potential coverage, and reputation. After
identifying those key factors that are associated with the
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trends, we then investigate the manipulation and coun-
termeasures from the perspective of these key factors.
The major contributions of this work are as follows:

o We demonstrate the evidence of the existing manip-
ulation of Twitter trends. In particular, employing
an influence model, we analyze the dynamics of
an endogenous hashtag and identify the manipu-
lation from its endogenous diffusion. After further
investigating the manipulation in the dynamics, we
disclose the existence of a suspect spamming infras-
tructure.

o We study Twitter trending at topic level, considering
topics’ popularity, coverage, transmission, potential
coverage, and reputation. The corresponding dy-
namics for each factor above are extracted, and then
Support Vector Machine (SVM) classifier is used to
check how accurately a factor could predict trend-
ing. We find that, except for transmission, each stud-
ied factor is associated with trending. We further
illustrate the interaction pattern between malicious
accounts and authenticated accounts, with respect
to trending.

o We present the threat of malicious manipulation
of Twitter trending, given compromised and fake
accounts in the suspect spamming infrastructure we
observed. Then we demonstrate how compromised
and fake accounts could threaten Twitter trending
by simulating the manipulation of dynamics as
compromised and fake accounts would do. Corre-
sponding countermeasures are then discussed.

The remainder of the paper is organized as follows.
Section 2 describes the datasets. Section 3 demonstrates
the evidence of existing manipulation in Twitter trends.
Section 4 presents the inferred key factors of Twitter
trending. Section 5 discusses the manipulation of Twitter
trends and the corresponding countermeasures. Section
6 surveys related work. Section 7 discusses limitations
and our future work, and finally, Section 8 concludes.

2 DATASET
2.1 Data Collection

We collected our dataset via Twitter API through two
different collection windows. One lasted for 40 days and
the other lasted for 30 days. At the end, we obtained
more than 69 million tweets from 5 million accounts.
Since we focus on the hashtags, we only analyze the
tweets with hashtags. More specifically, our dataset was
collected via Stream APIL. We also collected the public
trends of Twitter via Rest APIL

Sample Stream and Search Stream. We obtain a
sample stream via Twitter’s Streaming API. We define
the 15 most frequent hashtags in the sample stream
as sample trends. Sample trends are retrieved from the
sample stream every 30 minutes. We create a search
stream by opening up a new streaming channel via
Streaming API and searching sample trends. Therefore,
the sample stream and search stream are not inclusive of

each other, since they are from two different streaming
channels of the Streaming API.

Public Trends and Sample Trends. Twitter trends
include trending hashtags and trending keywords. Our
focus is on the trending hashtags. Thus, the trends in the
rest of the paper represent trending hashtags only. Public
trends are published by Twitter and available via the
Twitter APL Sample trends are obtained by ranking the
frequency of hashtags over the sample stream. Note that,
throughout this paper, trends represent public trends
if not specified. The trends used to conduct trending
analysis are the intersection of sample trends and public
trends.

Sample Dynamics and Search Dynamics. We define
the dynamics of a topic as the variation of the topic
against time with respect to a specific frequency feature,
such as tweet number or account number. For a certain
topic, we obtain its dynamics through its sample stream
and search stream independently. Sample dynamics rep-
resent how the topic evolves in the sample stream, while
search dynamics reflect the evolution of the topic in the
search stream.

2.2 Validation of Dataset

The major objective of this work is to study the key
factors of Twitter trending and inspect the possible ma-
nipulation of these factors. In this respect, we validate
the representativeness of our dataset in two ways. On
one hand, sample trends are supposed to reflect the
public trends to a certain extent; on the other hand, the
syncretization of sample dynamics and search dynamics
should be able to embody the critical information for
inferring the key factors of Twitter trending.

2.2.1 Could sample trends reflect public trends?

Sample trends are the 15 most frequent hashtags of a
sample stream. They are used as query keywords to
profile topic dynamics. Topic dynamics are then used
to infer the key factors of Twitter trending. If sample
trends could not reflect public trends, the collected top-
ics’ dynamics would be meaningless for studying the
key factors of public trends.

We employ coverage and mean position to test whether
sample trends reflect public trends. Coverage is defined
as the number of hashtags that are common in both
sample trends and public trends, and mean position
represents the average rank of the common hashtags in
sample trends. Therefore, coverage can be expressed as

Coverage = {Sampletrends} A { Publictrends}. (1)

Recall that we collect 15 sample trends and there are
5 hashtags in the public trends. Therefore, coverage
is equivalent to or less than 5, and mean position is
between 1 and 15. Fig. 1a and Fig. 1b show the cov-
erage and mean position of our dataset, respectively. We
observe that more than 90% of the sample trends have at
least one common hashtag with public trends and almost
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Fig. 1: Coverage and mean position of the sample trends
for the public trends.

60% of them rank the common hashtags as the top 5
trends. It suggests that the sample trends of our dataset
reflect the public trends.

2.2.2 Could observed dynamics reflect general dynam-
ics?

Whether the sample dynamics and the search dynamics
we collected will reflect the general dynamics is critical
to determine whether our observed dynamics can be
used to infer the key factors of Twitter trending. Here we
define the general dynamics of a topic as the dynamics
that contain the whole collection of tweets related to the
topic. However, the general dynamics of Twitter are well
beyond the reach of most researchers. Thus, we instead
compare the sample dynamics and the search dynamics
using the Jensen-Shannon divergence metric [12].

We collect data from both streaming APIs and search
APIs and obtain the sample and search dynamics, re-
spectively. Both the sample and search dynamics are
samples of the general dynamics. Morstatter et al. [11]
demonstrated that the sample data from streaming APIs
can represent the overall data to some a extent. We com-
pute the distance in the probability distribution of the
sample and search dynamics using the Jensen-Shannon
divergence metric [12]. The Jensen-Shannon divergence
metric is used to measure the similarity between two
probability distributions. We randomly choose a trend-
ing hashtag “oomf, and Fig. 2 shows its sample and
search dynamics, as well as the intersection of the two
dynamics (red histogram in the figure). We compute
the Jensen-Shannon divergence for the sample dynamics
(S,) and the search dynamics (S.) as follows:

TSD(S, | S0) = SIKL(S. | M) + KL(S. | M)], ()

where M = 1(S, + S.) and KL is the Kullback-Liebler
divergence [13]. We also calculate the Jensen-Shannon
divergence for the sample and intersection dynamics, as
well as the search and intersection dynamics. Table 1
shows the results. We can see that none of them ex-
ceeds 0.1, especially only 0.05 for the sample and search
dynamics. We then can infer that there is insignificant
divergence between the sample and search dynamics.
Also, the fact that either the sample or the search dy-
namics has no significant divergence with the inter-
section dynamics can further support the endogenous

3000

Tweet #

40

20 40 60 20 60
Time (Unit: 30min) Time (Unit: 30min)

(a) Sample dynamics (b) Search dynamics

Fig. 2: Sample dynamics, search dynamics, and the in-
tersection of them (red histogram).

relationship between the sample and search dynamics.
In other words, the observed dynamics are very likely
to be consistent with the general dynamics.

3 EVIDENCE OF MANIPULATING Topric Dy-
NAMICS

In this section, we present the evidence of Twitter trend
manipulation based on an influence model. Existing
literature has identified two important factors for top-
ics becoming trends: the endogeneity that captures the
propagation effect of the topic in the network and the
exogeneity that represents the driving force external to
the network (e.g., the mass media) [9], [30].

First, we need to distinguish manipulation from ex-
ogenous factors. In general, exogenous factors represent
external and legitimate factors, especially the mass me-
dia. However, manipulation is intended either as malice
or as a means to an end. But it is still impossible
to quantify the difference between them. To avoid the
impact of exogenous factors, we choose the hashtags that
only spread inside social networks, like Twitter. Then, we
employ an influence model to capture the spread due to
the effect of social networks and trace out the evidence
of manipulation.

3.1

A number of hashtags always flourish in Twitter. Some
of them do not correspond to external events (e.g., an
earthquake). We call these endogenous hashtags memes
throughout this paper. Most of the memes are combina-
tions of words or acronyms, which are used to express
an emotion or raise a question. Since the memes are not
associated with any external events, the spread of the
memes can be only due to the effect of social networks
and manipulation. The effect of social networks could
be captured by the influence model [31], while the
manipulation of a meme can be regarded as the effort

Selecting Hashtags in Twitter

TABLE 1: The Jensen-Shannon Divergence

Sample | Search | Intersection
Sample - 0.05 0.08
Search 0.05 - 0.07
Intersection 0.08 0.07 -
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Fig. 3: The observed and estimated dynamics (tweet
number) of the meme “ThrowbackThursday”.

to drive the meme to trend beyond the effect of the
network. To determine whether a hashtag is a meme,
we manually check if the hashtag has been covered by
any news media.

3.2 Endogenous Factors and Manipulation

We employ an influence model (Linear Influence Model,
LIM [31]) to capture the network effect on the spread of
the memes. LIM is used to model the global influence
of a node (an account) on the rate of diffusion through
a network, which can be expressed as

V(t+1) = > L(t—tw), ©)

u€A(t)

where V(¢ + 1) represents the number of nodes that are
influenced at time ¢ + 1, A(t) denotes the set of nodes
that have already been influenced before time ¢, and
I,,(1) is the influence function of node w at /th time step
after it is influenced at time ¢, (¢, < t). LIM has been
evaluated that, for the memes mentioned above, most
of the observed dynamics could be attributed to the
influence of nodes, especially considering the imitation
factor b(t):

V(E+1)= > L(t—ts)+b(t). )

u€A(t)

The imitation means that nodes imitate one another
because the topic is popular and everyone talks about
it. However, for the memes, the imitation happens only
due to the spread in the network. Therefore, we exclude
imitation from the model and take the manipulation
ex(t) into account. The influence model we consider is

V(t+1) = > L(t—t,) +ex(t). (5)

u€A(t)

Extensive research has been done on the influence
in Twitter [24], [25], [26], [27]. Researchers not only in-
spected the effectiveness of different influence measures,
such as follower number, retweet number, and mention
number, but also proposed algorithms to measure the
influence.
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Fig. 4: The normalized number of follower and the
normalized number of being retweeted for “Throwback-
Thursday” around the spike. Dark dashed line repre-
sents the spike.

In this section, our goal is to demonstrate the impact
of manipulation on the observed dynamics. Different
from LIM, we do not consider the influence from the
pointview of a single account but from the perspective of
the observed dynamics. Therefore, we take the accounts
that appear in the dynamics within one time slot as a
single node. Each time slot is 30 minutes. The accounts
that appear in the observed dynamics before time slot
t, exert the influence on the accounts that appear in
the dynamics within time slot ¢{. Consequently, we can
get D yeam lult—tu) = 32, 1(V(s)), where I(V(s))
denotes the influence of the accounts that appear in the
dynamics at time slot s on the accounts that appear in the
dynamics at time slot ¢. The influence of any single time
slot would fade away as time passes. The influence func-
tion could be further simplified as »,, o I(V(t — 1))
when only considering K time slots before time slot
t. By assuming that the influence is linear to the time
lag, we can further express ) ., (I(V(t—1)) as a
linear model, >° ;o V(t — %) - I;. The parameter /; can
be estimated by least squares.

Fig.3 shows the observed dynamics and the estimated
dynamics from the influence model expressed in Eq.5 for
the meme “ThrowbackThursday.” Here, the dynamics is
the evolution of tweet number. For the linear model we
consider, coefficient of determination R? can indicate the
proportion of variability in the observed dynamics that
may be attributed to the linear combination of explana-
tory variables. R? is calculated as 0.705 for the whole
dynamics, but when we exclude the spike as indicated
in the figure, R? is 0.995. It suggests that the influence
in the network should be capable of explaining most of
the observed dynamics except some specific spikes. In
other words, there must exist other driving factors except
the influence to produce the spikes. For the memes we
select, the driving factors except the influence are far
more likely to be manipulation than any other exogenous
factors, such as news and mass media.

We further inspect the influence of each time slot upon
the dynamics of a topic. The follower number of the
accounts in a time slot represents the number of potential
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Fig. 5: Waiting time of the suspended accounts and that
of the accounts not being suspended in the spike.

accounts that will be exposed to the topic in the follow-
ing time slots, which could predict the influence of the
time slot. The number of being retweeted for the tweets
in a time slot measures to what extent the tweets in this
time slot are adopted by the accounts that are exposed
to the topic in the following time slots, which hence
can be used to estimate the practical influence of the
time slot. Fig.4 shows the normalized number of follow-
ers and the normalized number of being retweeted for
“ThrowbackThursday” around the spike. We view the
number of followers and the number of being retweeted
as prediction and estimation of influence, respectively. It
is evident that (1) there exists a large gap between the
prediction and estimation of influence before the spike,
and (2) after the spike, the estimation of influence falls
and gets close to the prediction of influence. The most
likely explanation is that the manipulation before the
spike leads to exceptional retweets and after the spike,
the manipulation ends.

3.3

We can verify our conjecture by investigating the ac-
counts in the highest spike as shown in Fig.3. We collect
their friends (i.e., the accounts that they follow) and
check whether their friends have shown up in the dy-
namics before, or in other words, whether the accounts
in the spike join the topic after their friends. For the
4,055 accounts in the spike, 63.8% of them join the topic
after their friends. There are still over 1,000 accounts
that do not join the topic after their friends. We could
not simply make any conclusion based on the ratio of
the accounts that join after their friends because the
dynamics is sampled.

Nevertheless, we can further check the accounts that
have been suspended by Twitter. It is intuitive to link
manipulation to malicious accounts. By the time of
checking accounts (about 2 months after crawling sam-
ple and search stream), 118 accounts have been sus-
pended by Twitter. We compare the temporal feature
(waiting time) of suspended accounts with that of the
accounts not being suspended. Waiting time means the

Investigate the Accounts in the Spike

Avg. descendant #

Level

Fig. 6: Average descendant number for different levels
from the malicious accounts. Dashed line represents the
average descendant number of all accounts.

interval from the time when an account’s friend joins
the topic to the time when the account itself joins.
Fig.5 depicts the PDF of the waiting time of suspended
accounts and that of still-active accounts. It is evident
that the waiting times of both kinds of accounts are
mostly within one day, which is similar to the waiting
times of other human activities following power-law
distribution. However, the waiting times of those two
kinds of accounts have the same spikes around 100
hours, implying there exist other malicious accounts that
have not yet been detected by Twitter.

We further check the predecessors of the accounts in
the spike, and identify the accounts that have already
been suspended by Twitter. We define descendants of
account A as those accounts that follow account A and
publish at least one tweet of a certain topic. We then
study the descendant number of the malicious accounts
and the descendant number of their first generation
and second generation, and so forth. Level 0 denotes
the malicious accounts themselves. Level 1 is the first
generation of the malicious accounts. The rest can be
deduced by analogy. Fig.6 demonstrates the average
descendant number of five different levels starting from
level 0. It is interesting that the average descendant
number of the malicious accounts (level 0) is almost the
same as the average descendant number of all accounts
(as the red dashed line indicated). The first and second
generations exhibit extraordinarily large average descen-
dant numbers. And the descendant number falls sharply
when it comes to levels 3 and 4. Since the first-generation
descendants of the malicious accounts are the followers
of the malicious accounts, they tend to be malicious or
compromised. Specifically, malicious accounts use them
to construct the spamming infrastructure. This explains
why their descendant number increases sharply.

Overall, we have three observations for the manipu-
lation involved with the accounts in the spike: (1) there
exist many accounts that join the topic but not after their
friends; (2) the waiting time distribution indicates the
existence of still-active malicious accounts; and (3) the
descendant number indicates the existence of the suspect

1556-6013 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIFS.2016.2604226, IEEE

Transactions on Information Forensics and Security

6000+
— Estimated search dynamics
50000 —Kalman filter output
—Sample dynamics

4000

3000

# of tweets

200 400 600 800
Time(Unit: 30min)

1000 1200

Fig. 7: Example of Kalman filter

spamming infrastructure.

4 INFERRING THE KEY FACTORS OF TWITTER
TRENDING

After showing the suspected manipulation of Twitter
trends, we proceed to infer the key factors of Twitter
trending. In this section, we first syncretize sample dy-
namics and search dynamics to produce the syncretized
dynamics. With the syncretized dynamics, we then infer
the key factors that matter to trending using the SVM
classification method.

41

Since sample dynamics and search dynamics are ob-
tained from independent streams, syncretizing sample
dynamics and search dynamics could integrate the in-
formation from both. Sample dynamics is continuous
but is a smaller portion of general dynamics, while
search dynamics is discontinuous and consists of a larger
portion of general dynamics.

We employ a Kalman filter to generate the synthesized
dynamics. The Kalman filter provides a recursive means
to produce the estimation of unknown variables using a
series of measurements observed over time, containing
noise and other inaccuracies. Since both dynamics are
sampled from general dynamics, we can estimate incon-
tinuous search dynamics from continuous sample dy-
namics and then treat the estimated search dynamics as
the input measurements of the Kalman filter. After that,
we generate a syncretized dynamics by integrating sam-
ple dynamics into search dynamics. Fig.7 demonstrates
an example of the Kalman filter for hashtag “oomf.”
We plot sample dynamics, estimated search dynamics,
and the syncretized dynamics after Kalman filtering. The
syncretized dynamics retain the basic features of sample
and search dynamics but remove some of the noise of
estimated search dynamics.

Syncretizing Sample and Search Dynamics

4.2 Analyzing Key Factors of Twitter Trending

The trending algorithm processes a stream of tweets and
produces trends for users. From the user’s perspective,
the trending algorithm is supposed to dig out the most

popular and attractive topics from the stream. To meet
this demand, the trending algorithm may need to take
into account some other factors besides topics” popular-
ity. In this section, we explore the relevance of several
factors with trending. As each factor is associated with
a specific dynamics, we investigate how accurately the
dynamics of a factor could predict trending.

4.2.1 Segment of Dynamics

Due to the data collection method, the dynamics we
obtain are naturally slotted. For a specific time point
t, we assume that M time slots right before ¢ is long
enough to determine whether a topic will trend, and
we define this time period as one segment. Therefore,
for each time point of the dynamics, the segment right
before it consists of M time slots, as Fig.8 shows.

Dynamics

One segment t

Fig. 8: Example of one segment

Each segment corresponds to a binary sign, which
indicates whether the topic trends or not at the end of the
segment. Let {S;, T;} denote the ith pair of segment and
binary sign, where S; and T; represent the ith segment
and its binary sign, respectively. Next, we input a series
of segments and binary signs for the SVM classifier.

4.2.2 SVM Classifier

We choose Support Vector Machines (SVMs) as our clas-
sifier to determine how accurately a factor could perform
the binary classification. SVMs have been widely used to
address many different classification problems, includ-
ing handwritten digit recognition [32], object recognition
[33], text classification [34], and image retrieval [35].

The basic purpose of SVMs in a binary classification
problem, is to map the feature vectors into a high-
dimensional space and find the optimal hyperplane that
represents the largest separation or margin between
two classes. We obtain d-dimensional feature vectors by
calculating the statistics of the segments (e.g., mean and
standard deviation) and get corresponding class labels
based on the binary signs mentioned above.

Let x; and y; denote the d-dimensional vector and
class label of the ith training sample, respectively, where
y; € {1,—-1} and i € {1,2,...,l}. A hyperplane in a d-
dimensional space can be expressed as w -2 +b = 0,
where - denotes the dot product, w represents the normal
vector to the hyperplane, and b is a scalar constant. In
general, there are a large number of hyperplanes that
can separate the data points. Fig.9 shows an example
in two-dimensional feature space. The distance between
two dashed lines is called margin. The vectors that
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Fig. 9: SVM hyperplane in a two-dimensional feature
space [36].

constrain the width of the margin are support vectors. We
aim to find the optimal hyperplane that maximizes the
separation. Therefore, the formulation in our binary-class
SVM problem is:

1
min W(a) = -1Ta + iaTHa (6)
subject to 0 < o < C,y"a = 0.

H = {h;;} is a matrix, where h;; = y;y; < z;,z; >, a is
the Lagrangian multiplier, and C' > 0 is the regulariza-
tion parameter. This minimization problem is known as
a quadratic programming problem.

An important issue is non-linearity of data points.
To handle this issue, SVMs apply “kernel trick”. By
doing this, data points are transformed into a higher
dimension such that they are linearly separable in the
new feature space. Given a mapping z = ¢(z), we
define the kernel functions as K (z;,z;) = ¢(x;) - ¢(z;).
Then, we further find the optimal hyperplane in the non-
linear case. According to the primal-dual relationship,
the optimal w satisfies

l
W= yiip(z;), )
and the decision function is
l
f@) = sgn(>_ aiyi(K (i, ) +b). ®)

Specifically, we choose the Gaussian Radial Basis Func-
tion (RBF) [37] K (zi,z;) = exp(—7 || z; — z; ||*), where
(> 0) is a tunable parameter.

Our procedure of resolving the classification prob-
lem can be summarized as (1) conducting scale on the
data, (2) choosing the RBF kernel, and (3) using cross-
validation to find the best parameters C' and v for the
minimization problem and achieve the best classification
accuracy. Note that our purpose is not to create a classi-
fier, but to investigate how accurately the factors could
predict whether a topic goes trending. In our proof-
of-concept implementation, we employ the open-source
SVM package LIBSVM 3.17 [37].

4.2.3 Experiment Results

To examine the factors of the trending, we first extract
a collection of topics from our dataset. Table 2 lists the

TABLE 2: Topics extracted from the datasets

Topics |

ImSingleBecause
SingleBecause

tgif

20factsaboutme
wecantdateif

ifwedate

IHatePeopleThat
MentionSomeoneHandsome
mentionsomeonebeautiful
TalkAboutYourCrush
easilyattractedto

topics. The topics are all memes, as mentioned in Section
3. In addition, there are similar topics in the list, such as
“ImSingleBecause” and “SingleBecause.” However, we
keep the similar topics apart because they all trend at
least once. Note that we only extract 11 topics for the
SVM classification, since the input unit for the SVM
classifier is the segment in the dynamics of the topics.
Each topic has more than 1,000 segments. Therefore, we
can obtain more than 10,000 samples in the training set
for the SVM classifier.

For each topic, we trace the dynamics of each factor
we will inspect later. All dynamics are traced in the
granularity of 30 minutes. The granularity of dynamics is
supposed to be larger than the trending duration of most
topics, such that we can regard each trending as a point
in the dynamics. Fig.10 depicts the trending duration
of all trends in our dataset, including hashtag trends
and non-hashtag trends. The granularity of 30 minutes
we choose is larger than the duration of most trends,
including both hashtag trends and non-hashtag trends.
Also, we observe that hashtag trends last longer than
non-hashtag trends.

After tracing the dynamics, they are divided into
segments of length M. By calculating the statistics (say,
mean and standard deviation) and frequency, we map
each segment into a d-dimensional feature vector (d =
16). The corresponding indicator label is obtained from
the public trends data we collect, such that we have sam-
ples composed of feature vectors and indicator labels.
These samples compose the training set. More specifi-
cally, the training set is made up of positive samples
(with indicator label being 1) and an equal number of
negative samples (with indicator label being -1).

To quantify the extent to which a factor is associated
with trending, we measure the best classification accu-
racy that the factor can achieve by using a grid param-
eter search, a tool in LIBSVM. The best classification ac-
curacy by employing a grid parameter search can reflect
the maximal probability in which a factor is associated
with the trending. Specifically, we consider the factors of
a topic that impact the trending from its popularity, cov-
erage, transmission, potential coverage, and reputation.
These five factors are then operationalized with five be-
havioral and structural variables (tweet number, account
number, mention number, follower number, and tweet
history number, respectively). Corresponding dynamics
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Fig. 10: Trending duration of the topics (hashtags and
non-hashtags).

are assigned to each factor. We describe the factors and
the corresponding dynamics as follows:

Popularity and Tweet Dynamics. The popularity of
a topic represents the topic’s vitality. We use the tweet
number of a topic to capture the topic’s popularity.
The tweet dynamics of a topic record the variations of
the number of tweets about the topic. It is the most
frequently used metric for measuring the evolution of
events and detecting trending topics. The number of
tweets at a specific time makes the popularity of a topic
easily and directly perceived through the senses.

Coverage and Account Dynamics. Coverage of a topic
means the participation rate of the topic. We can employ
the account number of a topic to quantify its coverage.
Account dynamics reflect the variations of the number
of accounts involved in the topic. Compared with tweet
dynamics, account dynamics exclude the impact of those
extremely active accounts in the trending. The number of
accounts at a specific time may serve as a more reliable
popularity gauge for a topic than the number of tweets.

Transmission and Mention Dynamics. Transmission
of a topic is the extent to which users may retweet or
reply to the topic. The mention number of a topic is
used to express the topic’s transmission. The mention
dynamics of a topic record the variations of the number
of mentions appearing in the tweets about the topic.
The mention we study includes both direct mention and
retweet, since both of them use “@username.” Either
direct mention or retweet can represent the means to
propagate the topic. The propagation of a topic is very
important for making the topic trend.

Potential Coverage and Follower Dynamics. The
potential coverage of a topic represents the potential
participants due to propagation of the topic on the basis
of current participants. We use the follower number of
a topic to capture the potential coverage of the topic.
The follower dynamics of a topic are the variations of
aggregate follower numbers of the accounts involved in
the topic. The follower number represents the number of
those accounts that the topic reaches and may join in the
topic next. In general, followers play a more important
role in the propagation of a topic than mentions.

Reputation and Tweet History Dynamics. The reputa-

100

Best accuracy (%)

Fig. 11: The best accuracy for the dynamics of each factor.
The dynamics are divided into segments of length 12
(M = 12).

tion of a topic is a kind of credibility that reflects whether
the topic conforms to the main awareness of Twitter. We
select the tweet history number of a topic to quantify
its reputation. For an account, its tweet history number
means the aggregate number of tweets that the account
posts from its creation. The tweet history dynamics of
a topic record the variations of aggregate tweet number
of the accounts involved in the topic. The tweet history
number of an account can reflect its reputation, which
is earned by remaining active for a long time. The more
historical tweets an account posted, the more audience
it potentially has. Therefore, the account may be more
likely to enable the trending of a topic it joins, either as
a source or as a propagator of the topic.

After specifying the dynamics of each factor, we train
the SVM classifier using the training set. Recall that the
d-dimensional feature vector of each sample is obtained
by calculating the statistics and frequency of the seg-
ments for the dynamics. Initially, we select 36 statistical
and frequency features (ie., d = 36). The feature set
can capture all of the statistical characteristics of the
dynamics. We then employ the feature selection tool
to extract the appropriate features for improving the
classification. Specifically, we get a feature set with 16
features. Fig.11 depicts the best classification accuracy
of each single factor. We observe that follower dynamics
and tweet history dynamics are most associated with
trending. Tweet dynamics and account dynamics come
after but are still closely related to trending. However,
mention dynamics can hardly predict trending with the
best accuracy being as low as 68%.

Segment Size. We then investigate whether the best
accuracy is sensitive to segment size M. We calculate the
best accuracy of each factor for M € {4,8,12,16}. Fig.12
shows the variation of segment size (M € {4,8,12,16}).
It is observed that the best accuracy slightly increases
when the segment size increases for each factor. Nev-
ertheless, the best accuracy approaches the maximum
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Fig. 12: Variation of segments size (M € {4,8,12,16}).

when the segment size is large enough, especially for
the factors that are more closely related to trending.

Suspended Accounts vs. Authenticated Accounts.
Suspended accounts and authenticated accounts exist in
the account dynamics. We identify whether an account
is authenticated or suspended by crawling the account’s
information from its webpage on Twitter. The webpage
crawling is performed about six months after collect-
ing the dynamics, which should be enough time for
malicious accounts to be detected. It is reasonable to
assume that suspended accounts are malicious accounts.
Malicious account dynamics could indicate the extent to
which the trending is associated with malicious activ-
ity, while authenticated account dynamics reflect how
closely the trending is related to the mainstream! of
Twitter. The dynamics of a topic may be affected by the
mainstream, but in the meantime, they are interwoven
with the malicious activity. It is interesting to examine
which of them (the mainstream and the malicious activ-
ity) is closer to the trending of the topic.

Before doing that, we first explore the relationship
between malicious accounts and authenticated accounts
for each topic. Fig.13 shows the Pearson correlation coef-
ficient of malicious accounts and authenticated accounts
for the 11 topics in Table 2. The Pearson correlation co-
efficient (p) of malicious accounts (S) and authenticated
accounts (A) is calculated as

cov(S, A)

p = corr(S, A) = p

©)
where cov means covariance, and o is the standard
deviation. We observe that all topics we studied have a
positive linear relationship between malicious accounts
and authenticated accounts. It may indicate the inter-
weaving function of malicious accounts and authenti-
cated accounts in the trending. Therefore, it is necessary
to figure out which factor outweighs the others in terms
of the trending.

1. By mentioning the mainstream, we mean the public awareness
that comes into being on Twitter due to the higher reputation of
authenticated accounts.

I I o
EN 2} o)

Correlation coefficient

o
o

1 2 3 4 5 6 7 8 9

Topics

10 11

Fig. 13: Correlation of suspended account dynamics and
authenticated account dynamics for the topics in Table
2.

We show the comparison of malicious and authen-
ticated account dynamics in terms of predicting the
trending in Fig.14. It is observed that malicious account
dynamics are more closely associated with the trending
than authenticated account dynamics for five topics
(“tgif,” “wecandateif,” “ifwedate,” “MentionSomeone-
Handsome,” and “mentionsomeonebeatiful”).

We further examine how malicious account dynamics
become closely related to the trending, especially how
malicious accounts interact with authenticated accounts.
We extract the peaks of malicious accounts and authen-
ticated accounts across the collection window for the
five topics mentioned above, as dashed boxes shown in
Fig. 15. Each peak represents an intense involvement of
malicious accounts or authenticated accounts. From the
top three topics (“tgif,” “wecandateif,” and “ifwedate”)
in Fig.15, we find that malicious account peaks tend
to follow authenticated account peaks. This observation
is likely to reveal one strategy of malicious accounts:
focusing on those topics that have high trending poten-
tial right before they go trending. In the meantime, we
can see that malicious account peaks and authenticated
account peaks interweave to make the topics trend from

120

Il Malicious account
[_JAuthenticated account||

110

—

100} ]

Best accuracy (%
~ [} ©
o o o

[e2]
o

o
o

1 2 3 4 5 6 7 8 9
Topics

10 11

Fig. 14: The best classification accuracy of suspended
account dynamics and authenticated account dynamics
for the topics in Table 2.
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Fig. 15: Malicious account peaks and authenticated
account peaks for the topics “tgif,” “wecandateif,”
“ifwedate,” “MentionSomeoneHandsome,” and “men-
tionsomeonebeatiful” (from top to bottom).

the last two topics (“MentionSomeoneHandsome” and
“mentionsomeonebeautiful”) in Fig.15. A possible expla-
nation is that these authenticated accounts happen to
synchronize with malicious accounts to make the topics
trend. In other words, the strategies of making the topics
trend include the involvement of authenticated accounts
and spamming tactics.

5 DISCUSSION MANIPULATION

TRENDS

Spammers in Twitter conduct malicious activities mainly
through compromised and fake accounts. In this section,
we first evidence the involvement of compromised and
fake accounts in the manipulation of trends, and then we
simulate the manipulation of dynamics as compromised
and fake accounts would do. Finally, we discuss the
possible countermeasures against the manipulation of
trends.

ON OF

4
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)
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Fig. 16: The average follower number and tweet history
number over the identified spammers (level 0), the first
generation of their descendants (level 1), and the second
generation of their descendants (level 2).
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Fig. 17: Entropy (ascending sort) and retweet rate of the
accounts.

5.1

Account compromise enables spammers to hijack fol-
lowers and tweet history immediately. Therefore, com-
promised accounts are very likely to be employed for
manipulating the trends. We then examine the follower
number and tweet history for the identified spammers
(level 0), as well as the first and second generations
of their descendants (levels 1 and 2). Fig.16 depicts
the average follower number and tweet history for the
spammers and their descendants. We observe that as the
level increases, the average follower number increases
exponentially while the average tweet history decreases.
The mostly likely explanation is that there exist com-
promised accounts in the followers of the identified
spammers. Spammers use the compromised accounts to
increase the follower number for a topic and thereby
increase the topic’s credibility. Thus, the possibility of the
topic trending can be significantly increased. Meanwhile,
the compromised accounts do not need to be very active,
but spammers could manipulate the tweet history of a
topic by performing frequent activities.

Therefore, compromised accounts pose a serious threat
to the security of Twitter trends in that they can be used
to manipulate the follower dynamics and tweet history
dynamics.

Compromised Accounts

5.2 Fake Accounts

According to a recent report [1], an enormous number of
fake accounts on Twitter are run by bot-masters. They are
sold and bought through an underground market [39].
To verify the existence of fake accounts in the manipu-
lation of Twitter trending, we study the behavior profile
of those accounts that appear in the spike, in which the
evidence of trending manipulation is found. There are of
total 4,055 accounts (5,193 tweets) in the spike. Using the
web crawling method, we extract a collection of tweets
posted by each account and the related information (e.g.,
follower number) for each account. There are on average
180 tweets for one account, and the tweet histories last
334 days on average. We first explore the entropy of
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Fig. 18: Ratio of friend to follower number for the top
10% accounts and all accounts.

time intervals between posting tweets for each account.
The entropy of time intervals between posting tweets of
an account can indicate the regularity of the account’s
posting behavior. In general, the smaller entropy value
an account has, the more likely it is a bot. Fig.17 shows
the entropy (ascending order) of the accounts.

At the same time, fake accounts are not likely to have
their own opinion. Therefore, they generally do not post
original tweets but tend to retweet. We also calculate
the retweet rate of the accounts mentioned above and
illustrate the result in Fig.17. It is observed that entropy
is inversely proportional to the overall retweet rate.
There exist some accounts that have considerably low
entropy but a high retweet rate. In other words, they
regularly retweet the posts from others and rarely post
original tweets. Although we are not going to single out
individual fake accounts, the posting behaviors of the
accounts above is the same as (or very close to) those of
fake accounts.

To further confirm our conjecture, we compare the
ratio of friend to follower number between the top 10%
accounts (with lower entropy and higher retweet rate)
and all accounts in Fig.17. If account A follows account
B, A is B’s follower, and B is A’s friend. The intuition is
that fake accounts have no personal opinion and hence
they generally cannot attract many followers. Fig. 18
illustrates the CDF of the ratio of the friend number
to follower number for the top 10% accounts and that
for all accounts. We can see that the top 10% accounts
have a larger ratio of friend to follower number than all
accounts on average. It supports our conjecture on the
active involvement of fake accounts in the manipulation
of Twitter trending.

5.3 The Manipulation of Dynamics

It is straightforward for the trending algorithm of Twitter
to emphasize the dynamics of a topic. We examine
whether compromised and fake accounts manipulate
the trends by manipulating the dynamics. As discussed
above, compromised and fake accounts can significantly
impact tweet dynamics, account dynamics, follower dy-
namics, and tweet history dynamics. To quantify the
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Fig. 19: The ratio of predicted trends between manip-
ulated dynamics (sum of two peaks and sum of three
peaks) and original dynamics.

manipulation through the dynamics, we conduct a sim-
ulation on the manipulation of dynamics. To do this, we
locate the peaks of the dynamics and sum the adjacent
peaks into one peak. The intuition is that each peak in
the dynamics is likely to represent an effort of spammers
to produce a trend. Therefore, if multiple peaks of the
dynamics could be summed into one, it is more likely
to produce a trend. We simulate the manipulation of the
dynamics by summing two and three adjacent peaks.
Then the SVM classifier is employed to predict how
many times of trends the manipulated dynamics will
produce than the original dynamics. Fig.19 shows the
results averaged over all the manipulated dynamics.
Both manipulated dynamics well outperform the orig-
inal dynamics in terms of the possibility of producing
trends. Consequently, it further indicates the threat from
compromised and fake accounts for manipulating the
trends.

5.4 Countermeasures Against Trending Manipula-
tion

We briefly describe three different ways to defend
against trending manipulation in Twitter, and we will
explore more effective defense in our future work.

Strengthening the Twitter Trending Algorithm. The
detailed Twitter trending algorithm remains unknown.
Meanwhile, due to the limitations of the dataset, we
study only the simple factors of Twitter trending (i.e.,
tweet number). However, using the evidence of manipu-
lation we demonstrated before, we believe the algorithm
of Twitter trending can be strengthened by considering
more complicated factors. For example, network charac-
teristics can be taken into consideration, such as cliques.
Cliques represent the dense clusters in graphs. In general,
complete cliques tend to represent interesting topics [38].
Although spammers could produce cliques, it will no
doubt increase their risk of being detected.

Detecting the Real-time Anomalies of Twitter Trend-
ing. Due to the outbreak nature of Twitter trends, we
need to detect the anomalies of Twitter trending in real-
time. Regarding that trends are usually manipulated
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by compromised and fake accounts which are in hand
of a few malicious users, we can detect the anomaly
of tweet source as an indicator of trend manipulation.
Moreover, the monitoring of topological hierarchy of the
accounts in a topic help detect trend anomaly. As figure 6
shows, spamming infrastructure exists in the topological
hierarchy of spam accounts and this kind of anomaly
indicates trend manipulation.

Detecting Manipulation Using Previously Manipu-
lated Topics. We can classify different topics into two
classes: manipulated and normal. There should be some
connections among manipulated topics due to similar
manipulation strategies. The connections among normal
trending topics and the connections among manipulated
topics, can be exploited for the early detection of Twitter
trends using previously trending topics [3]. One feasible
way to trace the connection between two topics with
respect to manipulation is to treat one topic as the train-
ing set and the other as the testing set. In this regard, an
SVM classifier can be employed to train the classification
model based on the training set and then perform the
classification task based on the testing set. The classifica-
tion result reflects the connection between the two topics.
Thus, the connections among manipulated topics enable
us to detect manipulated topics one by one from the
very beginning of identifying the first set of manipulated
topics. The challenges here include identifying the first
set of manipulated topics and verifying the manipulated
topics. The influence model that we use to demonstrate
the evidence of manipulation can be utilized to identify
the first set of manipulated topics. The development of
an accurate and practical verification method remains as
our future work.

6 RELATED WORKS

To the best of our knowledge, this is the first effort to in-
vestigate whether Twitter trends could be manipulated.

Research on trending topics in Twitter includes real
event recognization [6], [7], realtime trending topic de-
tection [14], [15], [16], [38], the evolution of trending
topic characterization [17], [18], and the taxonomy of
trending topics [9], [21], [22]. Becker et al. [6] analyzed
the stream of Twitter messages and distinguished the
messages about real events from non-event messages
based on a clustering method. Zubiaga et al. [7] cat-
egorized different triggers that leverage the trending
topics by using social features rather than content-based
approaches.

In the detection of realtime trending topics, Agarwal
et al. [38] identified the emerging events before they be-
came trending topics by modeling the detection problem
as discovering dense clusters in highly dynamic graphs.
Kasiviswanathan et al. [14] presented a dictionary-
learning-based framework for detecting emerging topics
in social media via the user-generated stream. Lu et al.
[15] used an energy function to model the life activity of
news events on Twitter and proposed a news event de-
tection method based on online energy function. Cataldi

12

et al. [16] identified emerging terms from user content
by measuring user authority and proposing a keyword
life cycle model, and then detected the emerging topics
by formalizing the keyword-based topic graph.

To address the evolution and taxonomy of trend-
ing topics, Altshuler and Pan [17] presented the lower
bounds of the probability that emerging trends success-
fully spread through the scale-free networks. Asur et al.
[18] studied trending topics on Twitter and theoretically
analyzed the formation, persistence, and decay of trends.
Naaman et al. [9] characterized the trends in multiple
dimensions and presented a taxonomy of trends. They
also proposed a collection of hypotheses on different
kinds of trends and evaluated them. Lehmann ef al. [21]
classified the popular hashtags by the temporal dynam-
ics of hashtags. Irani et al. [22] focused on the trend-
stuffing issue and developed a classifier to automatically
identify the trend-stuffing in tweets.

Whether a topic begins trending is closely related to (1)
the influence of users who are involved with the topic
and (2) the topic adoption for users who are exposed
to the topic. Cha et al. [24] performed a comparison of
three different measures of influence: indegree, retweet,
and mention. Weng et al. [25] proposed a topic-sensitive
PageRank measure for user influence. Romero ef al. [26]
proposed an algorithm to measure the relative influence
and passivity of each user from the viewpoint of a whole
network. Bakshy et al. [27] measured the influence from
the diffusion tree. The studies of topic adoption in Twit-
ter mainly concentrate on hashtag adoption. Lin et al.
[28] classified the adoption of hashtags into two classes
and proposed a framework to capture the dynamics of
hashtags based on their topicality, interactivity, diversity,
and prominence. Yang et al. [29] studied the effect of the
dual role of a hashtag on hashtag adoption.

7 LIMITATION AND FUTURE WORK

There are some limitations of our work, some of which
will be addressed in our future work.

First, we use a linear influence model to capture the
network impact on the diffusion of a topic in Twitter,
which enables us to find the evidence of manipulation.
The application of the model is limited to linear scenar-
ios. We will develop a non-linear model in our future
work.

Second, we randomly choose 11 topics and more than
10,000 related tweets to infer the relevance of five key
factors over Twitter trending. Although we have tried
our best to guarantee the randomness, those 11 sample
topics may not be large enough to represent the overall
scenario in practice. Besides, we study five compara-
tively straight-forward factors that may affect trending.
In the future work, we will consider more complicated
factors and sample more topics to study the factors over
trending.

Finally, we propose the countermeasures against Twit-
ter trend manipulation but most of them remain in
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the discussion stage. We leave the implementation and
evaluation of those countermeasures for our future work.
Specifically, we plan to develop a manipulation detection
mechanism by using an SVM classifier. We will train the
classifier using previously manipulated topics and then
classify future trends as manipulated or not.

8 CONCLUSIONS

With the datasets we collected via Twitter API, we
first evidence the manipulation of Twitter trending and
observe a suspect spamming infrastructure. Then, we
employ the SVM classifier to explore how accurately five
different factors at the topic level (popularity, coverage,
transmission, potential coverage, and reputation) could
predict the trending. We observe that, except for trans-
mission, the other factors are all closely related to Twitter
trending. We further investigate the interacting patterns
between authenticated accounts and malicious accounts.
Finally, we present the threat posed by compromised
and fake accounts to Twitter trending and discuss the
corresponding countermeasures against trending manip-
ulation.
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